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Santander Financial Institute (www.sanfi.es)

SANFI es el centro de referencia internacional en la generación, difusión 
y transferencia del conocimiento sobre el sector financiero, promovido 
por la UC y el Banco Santander a través de la Fundación UCEIF. Desde 
sus inicios, dirige actividades en áreas de formación, investigación y 
transferencia:

Máster en Banca y Mercados Financieros UC-Banco Santander

Constituye el eje nuclear de una formación altamente especializada, or-
ganizada desde la fundación en colaboración con el Banco Santander. 
Es Impartido en España, México, Marruecos, Chile y Brasil, dónde se 
están desarrollando la 24ª Edición, 21ª Edición, 13ª Edición y 3ª Edición 
respectivamente.

Formación In Company

SANFI potencia sus actividades para desarrollar la formación de pro-
fesionales del sector financiero, principalmente del propio Santander, 
destacando también su actuación dentro de otros programas, como el 
realizado con el Attijariwafa Bank.

Archivo Histórico del Banco Santander

Situado en la CPD del Santander en Solares, comprende la clasificación, 
catalogación, administración y custodia, así como la investigación y 
difusión de los propios fondos de Banco Santander como de otras enti-
dades. Cabe destacar que posee más de 27.000 registros de fondo.
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Educación Financiera

Finanzas para Mortales (www.finanzasparamortales.es). Elegido como el 
Mejor Proyecto de Educación Financiera 2018 por el Banco de España y 
la CNMV, está dirigido a fomentar la cultura financiera de la sociedad, 
a través de su plataforma online y sus sesiones presenciales gratuitas. 
Cuenta con más de 1.200 voluntarios procedentes en su mayoría de 
Banco Santander, distribuidos por los diferentes puntos de la geografía 
española. Desde 2015, han impartido más de 4.250 sesiones formati-
vas, logrando acercar los conocimientos financieros a más de 10.000 
beneficiarios de diversas instituciones entre las que destacan, colegios 
e institutos, Cruz Roja, Fundación del Secretariado Gitano, la ONCE, 
Fundación… 

Investigación

• 	 Atracción del Talento Internacional con programas de Becas y 
Ayudas para fomentar la realización de proyectos de investiga-
ción, especialmente de Jóvenes Investigadores, que fomenten 
el conocimiento de las metodologías y técnicas aplicables en el 
ejercicio de la actividad financiera, con especial interés en las 
realizadas por entidades bancarias, para favorecer al crecimien-
to y desarrollo económico de los países y al bienestar social. 

•	 Premios Tesis Doctorales, cuyo fin es promover y reconocer la 
generación de conocimientos a través de actuaciones en el ám�-
bito del doctorado que impulsen el estudio y la investigación en 
el sector financiero.

•	 Por último, la línea editorial en la que se enmarcan estos Cua-
dernos de Investigación, con el objetivo de poner a disposición 
de la sociedad, el conocimiento generado en torno al sector fi-
nanciero fruto de todas las acciones desarrolladas en el ámbito 
del SANFI y especialmente, de los resultados de las Becas, Ayu-
das y Premios Tesis Doctorales.

http://www.finanzasparamortales.es
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ABSTRACT

This work is based on one of the most researched fields nowadays in 
finance, known as behavioral finance, which proposes psychology and 
sociology based theories to explain market anomalies. Behavioral finan-
ce tries to fill the gap of classical financial models that, based on the 
idea of fully efficient markets where all the agents interact rationally 
between each other, are unable to explain mathematically some market 
behaviors.

The aim is to study behavioral aspects in the European Carbon Markets 
that are inconsistently with the idea of economic rationality such as 
the presence of clustering and cascade-like behavior. Specifically, the 
four objectives are to assess the existence of price and size clustering, 
to analyze the presence of psychological barriers and to investigate the 
presence of herding behavior among carbon traders.

The presence of price clustering in any market, defined as the tendency 
to observe certain trade prices more frequently than others, is inconsis-
tent with economic rationality and it is not in agreement with the idea 
that prices follow a random walk. The feature of size clustering, defined 
as the concentration of the size of trades at certain amounts, has been 
by far less analyzed than price clustering. If the carbon market was 
perfectly liquid, traders should be able to trade the exact amount that 
they desire; however, the presence of size clustering may prevent carbon 
traders from achieving optimal trade sizes. Therefore, the study of size 
clustering in European Carbon Markets could give additional insights in 
the field of carbon market liquidity. The study of psychological barriers 
give new insights about how returns and volatility can be affected by 
the proximity of key levels. Finally, this line of research will investigate 
the presence of herding behavior by testing if carbon agents act in a 
sequence and observe the actions of predecessors initiating a cascade.

As the major findings, we can highlight the existence of price cluste-
ring in the European Carbon Market where prices ending tend to be 
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concentrated at round numbers ended in 0 and 5. Additionally, there it 
exists a size clustering effect where carbon traders tend to cluster their 
orders in small sizes and in round numbers multiples of five contracts. 
Regarding psychological barriers, we have shown the existence of key 
prices that modifies the behavior of carbon market actors, explained 
both by the existence of price clustering effect and rounded exercise 
prices in EUA options. Finally, in this study we show for first time the 
existence of the herding effect in the European Futures Carbon Market 
despite of being a blind market and dominated by professional partici-
pants.

Other remarkable results we have obtained are that price clustering 
effect is greater when the lack of information is higher in the market, 
higher volatility and less trading frequency. Our analysis also shows 
that price and size resolution in the European Carbon Market are com-
plementary so that carbon traders place orders rounding both, price and 
size. The presence of key prices affects to volatility increasing it before 
touching the barrier and decreases after it. In addition, returns and vo-
lume dynamics are modified with the existence of psychological prices 
ended in zero rounded prices. A pattern analysis shows that herding is 
intensified with the level of speculation and other behavioral biases like 
psychological prices or price clustering.
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INTRODUCTION

Behavioral finance

The essays that form this PhD are based on one of the most researched 
fields nowadays in finance, known as behavioral finance, which propos-
es psychology and sociology based theories to explain market anoma-
lies. Behavioral finance tries to fill the gap of classical financial models 
that, based on the idea of fully efficient markets where all the agents 
interact rationally between each other, are unable to explain mathemat-
ically some market behaviors.

More precisely, we are going to focus on four behavioral aspects. The 
first one is price clustering, which can be defined as the tendency to 
observe certain trade prices more frequently than others. This fact can 
affect the decimal part of a number, or the integer, or both. In the ab-
sence of market frictions, prices in whatever market should be uniformly 
distributed across every likely value; however, there is extensive evi-
dence that some prices tend to be traded more frequently than others. 
The presence of price clustering is considered as a source of market 
inefficiency due to prices not following a random walk.

The second behavioral aspect analyzed is size clustering, which is de-
fined as the concentration of orders at specific trade sizes. The appear-
ance of this effect that affects the quantity dimension of liquidity can 
hinder the ability to trade large sizes at low costs. Four different theories 
appear to explain both price and size clustering. Firstly, the resolution 
hypothesis indicates that the presence of uncertainty leads the partic-
ipants to round their equilibrium price and size. Secondly, the attrac-
tion hypothesis argues that investors prefer certain numbers to others 
without any rational explanation. Thirdly, the negotiation hypothesis 
explains price and size clustering as a matter of convenience, in terms 
of reducing the costs of negotiation. By using a reduced set of values, 
the quantity of information that has to be processed by the traders is less 
and the investor can reach agreements more easily. Finally, the collusion 
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hypothesis suggests that market makers try to negotiate specific prices 
and trade sizes only to increase the profit margins per transaction. 

Another important behavioral basis, also related to the importance that 
traders give to certain prices above others, is the existence of psycho-
logical barriers that create an impediment to an individual’s mental 
outlook, which prevent traders from moving the price of an asset in a 
certain direction. The financial literature has suggested several possible 
explanations for the existence of psychological barriers. The first one 
relates the barriers to the concept of anchoring, which can be defined 
as the phenomenon whereby individuals fixate on a recent number that 
may be held out as being important by informed commentators. The 
second explanation is based on the fact that investors tend to round off 
arbitrary rational numbers to integers to simplify their trading process. 
Finally, the third explanation of the psychological barriers effect relates 
the existence of key prices to the possibility of hedging with options 
contracts, which implies using pre-established option exercise prices 
that are usually round numbers.

Finally, the last behavioral aspect that we study is the so-called herding 
effect. This behavior commonly associated with animals can also be used 
in finance to define the tendency of investors to mimic the actions of 
other investors. The existence of this pattern suggests that market par-
ticipants infer from the previous participants or from the arrival of new 
information and change their decisions in the direction of the crowd. 

Herding behavior can be viewed from two points of view: irrational 
or rational. The first one, also known as intentional herding, is mainly 
focused on psychology where people follow one another with the inten-
tion of copying the same decisions. Some possible reasons for irrational 
herding can be the existence of pay-off externalities, principal-agent 
problems or the existence of informational cascades. This type of be-
havior can destabilize the market due to massive buys or sells increasing 
volatility and contributing to bubbles or financial crashes. The second 
view of herding is the rational or spurious herding that happens when 
investors react at the same time to certain market conditions or to the 
arrival of information. This second view is interpreted as a mechanism 
whereby investors react to the arrival of new public information, which 
is in line with the Efficient Market Theory. 
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The European Carbon Market

All the questions mentioned above have been studied with regard to the 
European Union Emissions Trading System (EU ETS), a relatively new 
market where the investors trading are highly qualified. Due to this fact, 
we are studying behavioral patterns in a market in which we should not 
find these types of effects.

The European Carbon Market was set up in January 2005 under Di-
rective 2003/87/EC, when the EU ETS was launched. The EU ETS is a 
multinational system that covers power generators, heavy industry, en-
ergy-intensive industry and aviation emissions of the 28 member coun-
tries and the three countries of the European Economic Area –Iceland, 
Liechtenstein and Norway–, with more than 12,000 installations being 
subject to the program, covering around 45% of the European Union’s 
greenhouse gas (GHG) emissions. The EU ETS is the largest emissions 
market in the world both in terms of the volume of emissions traded and 
the installations covered.

The EU ETS is a cap and trade based system where a limit or cap is 
fixed to determine the total amount of GHG that can be emitted. This 
cap is reduced each year and, as a consequence, the total emissions are 
reduced. Installations participating in the program are subject to mon-
itoring and must report their yearly emissions, and by the 30th of April 
of the following year each company must surrender enough allowances 
to cover their emissions, otherwise they will have a non-compliance 
penalty and heavy fines will be imposed.

Since it was created, the program has been divided into phases: Phase I 
from 2005 to 2007, Phase II from 2008 to 2012, Phase III from 2013 to 
2020 and Phase IV that will take place from 2021 to 2030. The objective 
of emissions reduction is to emit in 2020 21% less than in 2005. This 
implies a yearly reduction of 1.74% for Phases I to III and emitting 43% 
less in 2030, so the yearly reduction will be 2.2% less during Phase IV.

Phase I was known as a pilot period, with the main objective of this phase 
being to establish a fully-functioning emissions market by the start of 
the Kyoto Protocol Commitment. In this phase, each member country 
had to prepare a National Allocation Plan (NAP) that had to be approved 
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by the European Commission. As it was the first phase, countries did 
not have reliable emissions data and caps were set under best guesses. 
Penalties were €40 per tonne of CO2 emitted for which allowances were 
not surrendered.

Phase II took place at the same time as the Kyoto Protocol Commitment. 
During this phase, new GHGs were incorporated into the program (ni-
trous oxide and perfluorocarbons), the number of member countries of 
the program increased with the joining of the EEA-EFTA states, and the 
non-compliance penalty was fixed at 100 €/tonne. Another important 
aspect introduced was the possibility of banking, i.e. the ability to use 
allowances from the present period in the following one, and borrowing, 
which is just the opposite, using the allowances from future periods to 
meet current emissions requirements. Borrowing is allowed only in the 
same phase and banking is allowed both in the same phase and between 
phases.

In Phase III, the NAP system was abandoned and from this phase on 
there will be one single cap for all the member countries. Furthermore, 
the grandfathering aspect, i.e. the free assignation of emissions allow-
ances to installations, is gradually being reduced. In 2013, more than 
40% of the allowances were auctioned. The Commission also focused 
its efforts on reducing the surplus of emissions from previous phases 
by implementing short-term measures, such as back-loading, defined 
as the delay in the auctioning of 900 million allowances from 2014, 
2015 and 2016 to be auctioned in 2019 and 2020. In the long term, the 
Market Stability Reserve (MSR) will be established in 2018, operative 
from January 2019, which is a rule-based mechanism on the basis of 
which the auction volumes are adjusted in an “automatic manner” under 
pre-defined conditions, that reduces the amount of emissions that are 
auctioned if an upper threshold of emissions in circulation is exceeded, 
and releases them if the emissions in circulation fall short of a lower 
threshold.

Also, efforts are being focused on reviewing the free allocation system 
and to maintain the grandfathering aspect only for those sectors at the 
highest risk of relocating their production outside the EU, amounting to 
around 50 sectors. Furthermore, benchmarks will be updated to reflect 
technological advances since 2008.
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The main asset of the European Union Emission Trading System is the 
Emission Union Allowance (EUA) that grants the owner the right to emit 
one tonne of CO2 or equivalent gas. The evolution of the quotation of 
the EUA has mainly been affected by two events in the first and second 
phases. During Phase I, the over allocation of allowances and the impos-
sibility of banking to the second phase caused the price of the EUAs for 
Phase I to sink to zero, and in Phase II this over-allocation problem con-
tinued. Furthermore, the financial crisis had an influence on lowering 
the demand for carbon allowances. Some other events helped to explain the 
slump in carbon prices in Phase II over 2009 and 2010, such as the wait-
and-see attitude of the international negotiations in the Copenhagen 
summit (December 2009), the failure by allowance sellers to pay back 
to Member States the VAT they collected (December 2008 to May 2009), 
and several phishing attacks that hacked into registry accounts (end of 
2010). In June 2011, the draft of the European Commission about the 
Energy Efficiency Directive raised concerns about the (lower) demand 
for allowances in Phase III, triggering an additional decline in prices. All 
these events contributed to causing the EUA price to oscillate between 
€5 and €30 from 2006 to 2015. 

The ICE ECX

Currently, four platforms offer trading of EU ETS contracts: Nasdaq 
OMX, Chicago Mercantile Exchange, European Energy Exchange and 
Intercontinental Exchange (ICE). Among all of them, the ICE market 
is the most active and concentrates the majority of the volume. The 
volume originally traded in the European Climate Exchange (ECX) be-
gan to be traded in ICE after the purchase of ECX in April 2010. In this 
platform can be traded the most important futures contracts of the EU 
ETS whose underlying assets are: EU Allowances (EUAs), EU Aviation 
Allowances (EUAAs) and Certified Emission Reductions (CERs). It is also 
possible to trade spot (daily futures) and options contracts. Despite the 
fact that there are monthly and quarterly maturity contracts, the reference 
of the market are annual contracts which expire on the last Monday of 
December. 

ICE ECX contracts can be traded for ordinary trades, the Block Trade 
Facility, for bilateral transactions of large size (minimum 50 lots), or the 
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Exchange of Futures for Physicals (EFP) and Exchange for Swaps (EFS) 
to transfer an OTC position to an on-exchange futures position.

The ICE Futures Europe market operates an electronic order-driven mar-
ket with market makers and brokers. The daily session starts with a 
pre-open period of 15 minutes (from 6:45 a.m. UK local time) to enable 
market members to input orders in readiness for the beginning of trad-
ing. The pre-trading period finishes with a single call auction, where the 
opening price and the allocated volume are determined by an algorithm. 
During the continuous session, from 7:00 to 17:00, investors can submit 
limit orders, market orders, and block orders. The futures market price 
settlement period runs from 16:50:00 – 16:59:59 UK local time, which is 
the weighted average during this period. The futures contracts are traded 
in lots. Each lot equals 1,000 tonnes of CO2 equivalent, that is, 1,000 
EUAs. The minimum tick size was €0.05 until 27 March 2007 when it 
changed to €0.01. The settlement period for the ICE Futures Contract 
ceases trading at 17:00 hours UK local time on the last Monday of the 
contract month.

ICE ECX is a price driven market where trades submitted are listed in a 
unique Limited Order Book and are executed following a price and time 
criteria. This Limited Order Book is open during the continuous ses-
sion for transparency purposes but the orders entered and the executed 
trades are anonymous.

Table 1 shows the evolution of the ICE EUA December futures contract 
in terms of volume of euros negotiated, number of contracts, and the 
average price in €/tonne traded each calendar year from 2005 to 2015. 
As can be seen, in spite of the decrease in the EUA average price, the 
yearly trading volume has increased markedly since the Phase I finished1.

1.  The ICE ECX EUA futures contract has been among the Top 20 Energy Futures & Options Contracts 
most-traded in the world in 2012, 2013 and 2014. See FIA Annual Volume Surveys at https://fimag.fia.org/ 
(last accessed on February 6, 2017).
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Dissertation structure

The PhD dissertation is structured in four different chapters. The aim 
of the dissertation is to study some behavioral aspects in the Europe-
an Carbon Market, focusing on the European Union Allowance futures, 
which is the main asset of this market. Specifically, the four objectives 
are: (i) to assess the existence of price clustering, (ii) to test the presence 
of size clustering and its relationship with price clustering, (iii) to study 
the existence of psychological barriers on prices and volatility, and (iv) 
to investigate the presence of herding behavior among carbon traders.

The titles of the chapters that form the PhD dissertation are:

•	 Chapter I: Assessing price clustering in the European Carbon Market.

•	 Chapter II: What makes carbon traders cluster their orders?

•	 Chapter III: Do price barriers exist in the European Carbon Market?

•	 Chapter IV: Do carbon traders behave as a herd?

Chapter I studies the presence of price clustering in the European emis-
sion market. Its existence is inconsistent with economic rationality and 
it is not in agreement with the idea that prices follow a random walk. In 
this chapter we find a strong presence of price clustering at prices ended 
in 0 and 5, supporting both the attraction hypothesis and the negotia-
tion hypothesis.

Chapter II documents size-clustering behavior in the European Carbon 
Futures Market and analyzes the circumstances under which it happens. 
Our findings show that carbon trades are concentrated in sizes of 1 to 5 
contracts and in multiples of 5. We have also shown that more clustered 
prices have more clustered sizes, suggesting that price and size resolu-
tion in the European Carbon Market are complementary and that carbon 
traders round both the price and the size of their orders.

Chapter III investigates the existence of key reference points in the Eu-
ropean Carbon Market. We document the presence of key levels and 
barrier bands around European Union Allowances (EUAs) prices and we 
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show that traders tend to consider these price levels as resistances in 
upward movements and as supports in downward movements. Further-
more, we have observed that the existence of price barriers affects both 
return and volume dynamics.

Finally, Chapter IV detects the existence of the herding effect in the 
European Carbon Futures Market. Preliminary tests prove the presence 
of herding at high frequency data. A pattern analysis shows that herd-
ing intensifies with the level of speculation and other behavioral bases 
such as psychological prices or price clustering. Finally, we observe that 
herding behavior destabilizes the market due to the overreaction of vol-
atility to past herding behavior.

The Data

The entire dissertation is based on the study of Emission Union Allow-
ances (EUAs). As we have mentioned previously, this asset can be traded 
in different markets such as spot, options or futures. However, the Eu-
ropean Carbon Market is characterized by the low relevance of options 
and spot markets and, by far, the major concentration of EUAs in terms 
of volume can be found in the December maturity. For these reasons, we 
have chosen the EUA futures contract with December maturity traded 
in ICE ECX as the reference benchmark, given that this platform con-
centrates the highest activity among all the platforms that trade EUAs.

The database is composed of two types of data: daily and intraday data, 
and for both we have December futures contracts from 2005 to 2020. In-
traday series contain the time stamp, the trade price, the size and the sign 
of the transaction, i.e. whether it is buyer or seller initiated. In addition, 
the options intraday database used contains the strike price. On the other 
hand, the daily data contains open, close, high and low prices, the total 
volume and the open interest. All the prices are nominated in euros, the 
time stamp is measured in GMT and the volume and open interest are 
in lots.

More precisely, in Chapter I we use both intraday and daily data of EUA 
futures contracts with maturity in 2010. This contract goes from 21 Sep-
tember 2006 to 20 December 2010 over which time 304,189 transactions 
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took place. This futures series belongs to Phase II but it started to be 
traded during Phase I, so we can compare if there is any difference in 
the period in which the futures contract is traded, either the Phase I pe-
riod or the Phase II period.

Chapter II includes three different maturities, December 2010, 2011 and 
2012, which allows us to examine the results obtained over the years. 
The data sample periods run from 21 September 2006 to 20 December 
2010, from 23 March 2006 to 19 December 2011, and from 23 March 
2006 to 17 December 2012, for the December 2010, 2011 and 2012 fu-
tures contracts, respectively, covering in this way the whole lifespan of 
the three December futures contracts. A total of 304,189, 359,003 and 
491,205 transactions took place, for the first, second and third futures 
contracts analyzed, respectively.

The sample period analyzed in Chapter III takes the December front con-
tract of Phase II that goes from 18 December 2007 to 17 December 2012. 
Three different databases have been employed by us in this chapter: 
futures daily data and intraday data for futures and options. The sample 
contains 1,306,765 transactions for a total trading volume of 9,201,096 
futures contracts and the price oscillates between €5.61 and €29.69. The 
most repeated price is €15.25. The majority of the transactions have a 
size of 1 lot and the maximum number of futures contracts traded in 
one transaction was 1,682.

Finally, Chapter IV uses intraday and daily data for EUA futures with 
maturity during Phase III. More precisely, the December futures maturi-
ties that contain the front contract are 2013, 2014 and 2015. During the 
period from 18 December 2012 to 14 December 2015, 1,214,304 trans-
actions took place.
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Annex: tables and figures

Table 1. EUA futures price and trading volume

Year Negotiation (€) # trades Average price (€/t)

2005 974,830,550 4,389 22.69

2006 3,863,747,450 21,973 17.08

2007 11,482,898,690 84,727 17.62

2008 19,146,498,980 171,774 22.74

2009 23,002,292,760 318,981 13.60

2010 42,831,298,310 338,964 14.80

2011 43,673,216,110 394,131 13.33

2012 35,989,018,200 483,058 7.68

2013 24,694,339,700 553,316 4.59

2014 32,024,212,410 546,895 6.03

2015 27,969,042,380 390,618 7.71

Note. The table shows the negotiation in euros, the number of trades and the average price for 
each calendar year for December futures contracts. The last time the database was updated was 
December 31st, 2015. Source: ICE ECX and prepared by the authors.
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ASSESSING PRICE CLUSTERING IN EUROPEAN CARBON 
MARKET

Introduction

Price clustering can be defined as the tendency to observe certain trade 
prices more frequently than others. This effect can affect the decimal 
part of a number or the integer or both. In the absence of market fric-
tions, prices in whatever market should be uniformly distributed across 
every likely value. However, there is extensive evidence that some prices 
tend to be traded more frequently than others. The presence of this styl-
ized fact is considered as a source of market inefficiency. 

Since Niederhoffer (1965) and Osborne (1962) observed this fact in the 
New York Stock Exchange, a large number of studies have documented 
it in a wide range of assets2. Four different theories appear to explain 
price clustering well. Firstly, the price resolution hypothesis, introduced 
by Ball, Torous and Tschoegl (1985), indicates that the presence of un-
certainly leads the participants to round their equilibrium price. The 
higher the uncertainty, the higher the market volatility and the higher 
the probability of finding price clustering. Secondly, the attraction hy-
pothesis argues that investors prefer certain numbers than other without 
any rational explanation. This particular preference for certain numbers 
above others can create some level of clustering. Although there are dif-
ferent versions of the attraction theory, all the authors agree when they 
refer to the decreasing order of the frequencies of the more observed 
last digits of the prices: transaction prices ending in zero are stronger 
attracters than prices ending in digit 5, which are stronger than the rest 
of prices. Furthermore, the sum of frequencies of prices around the most 
gravitational points (0 and 5), that is those trade prices ending in 1, 9, 4 
and 6 should be greater than the sum of the frequencies of observations 

2.  To date, Narayan, Narayan and Popp (2001) is the only reference that has studied price clustering in 
energy markets. Specifically, they consider five different oil types and for each oil type they analyze four 
different contracts. The rest of the empirical literature investigates price clustering in financial assets. See 
Brown and Mitchell (2008) for an excellent survey of this kind of literature.
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of prices ending in 8, 2, 7 and 3 (see, for example Goodhart and Curcio 
(1991), Loomes (1988) and Mitchell (2001)). Thirdly, the negotiation hy-
pothesis developed by Harris (1991) states price clustering as a matter 
of convenience, in terms of reducing the costs of negotiation. By using 
a reduced set of prices, the quantity of information that has to be pro-
cessed by the traders is less and the investor can reach agreements more 
easily. Assuming this point of view, a coarser grid occurs because traders 
use a restricted set of prices to simplify their negotiations. Therefore, 
the higher the market volatility and the less the trading frequency, the 
higher the trading costs and the higher the level of clustering. Finally, 
the price collusion hypothesis proposed by Christie and Schultz (1994) 
suggests that market makers would try to negotiate specific prices only 
to increase the profits margins per transaction. 

Following Narayan et al. (2001), the rationale of studying price clustering 
is that its presence is inconsistent with economic rationality and it is not 
in agreement with the idea that prices follow a random walk3. Further-
more, Schwartz, Van Ness and Van Ness (2004) reveals that price cluster-
ing may be of interest to traders because (i) investors who are aware of 
clustering points may be able to trade at slightly better prices and may 
be able to place limit orders higher in time/price priority by avoiding the 
clustering points; and because (ii) clustering can be interpreted as a signal 
that traders assign relevant information to some specific prices.

The goal of this chapter is to document evidence of price clustering 
behavior in the ECX European Union Allowances (EUA) futures market 
taking into account intraday transactions data. The behavior of the EUA 
price is crucial for European Climate Policy, and the investigation of clus-
tering in EUA prices can provide new insights into the efficiency of the 
European Carbon Future Markets4. In fact, as far as we know, this study 
pioneers the investigation of clustering in carbon futures market. Be-
sides examining price clustering, we study the factors that can explain 
such clustering. The chapter proceeds as follows. Section 2 describes the 
methodology. Section 3 discusses the findings on price clustering, and 
Section 4 summarizes and concludes.

3.  Feng, Zou and Wei (2011) show that carbon price is not a random walk and, as a consequence, the price 
history information is not fully reflected in current carbon price.
4.  See Zhang and Wei (2010) for an excellent summary of the main arguments of empirical studies on the 
EU ETS.
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Methodology

Basic statistical analysis has been carried out to establish the presence 
and the profile of price clustering in carbon futures markets. Following 
Ikenberry and Weston (2007), we have applied the Hirshmann-Herfindahl 
index (HHI) to measure price clustering. This index is commonly used to 
analyze market power, but in this case is applied to test the concentration 
in prices and how it varies from a uniform distribution. The HHI is calcu-
lated by summing the squared values of the market shares of all market 
participants. In our case, we substitute shares of markets participants for 
percentages of all trades that occur at all available digits. Specifically:
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where fi is the frequency of trades that occur at fraction i, i = 1, 2,.., N possible 

ticks. The HHI is computed based upon the last digit of the trade price according 
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100/N.  

To test the statistical significance of price clustering in one sample, we have 

calculated the frequency of trades based on the last digit of the transaction price. 

If the Theory of Efficient Markets holds, the observed frequency of all the 

available digits of the last decimal number of price will be the same, i. e. we 
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where Oi is the observed frequency of the last digit; Ei is the expected frequency 

under uniform distribution, and D is the distributed Chi-square with N-1 degrees 

of freedom under standard conditions. A large value of D would signify a 

significant deviation from uniform distribution and would imply significant price 

clustering. 

When clustering is detected, it can be of interest to check if the level of price 

clustering is the same for two different samples. In this case, the following statistic 

will be calculated: 
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ing, HHI should be equal to 100/N. 
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i. e. we assume a uniform distribution of the frequency of the digits. To test 
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where Oi is the observed frequency of the last digit; Ei is the expected frequency 

under uniform distribution, and D is the distributed Chi-square with N-1 degrees 

of freedom under standard conditions. A large value of D would signify a 

significant deviation from uniform distribution and would imply significant price 

clustering. 

When clustering is detected, it can be of interest to check if the level of price 

clustering is the same for two different samples. In this case, the following statistic 

will be calculated: 

where Oi is the observed frequency of the last digit; Ei is the expect-
ed frequency under uniform distribution, and D is the distributed Chi-
square with N-1 degrees of freedom under standard conditions. A large 
value of D would signify a significant deviation from uniform distribu-
tion and would imply significant price clustering.
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When clustering is detected, it can be of interest to check if the level of 
price clustering is the same for two different samples. In this case, the 
following statistic will be calculated:

 16 
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where Di follows a standard Chi-square distribution with N-1 degrees of freedom 

and the ratio follows an F-Snedecor distribution with N2-1 and N1-1 degrees of 
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on) to be tested is if the two samples considered are equality clustered. 

To perform a comparison among two proportions of two different samples, the z-
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where p1 and n1 (p2 and n2) are the proportion and the number of observations of 

sample 1 (sample 2). 

Finally, based on previous empirical works, a multivariate analysis will be carried 

out in order to determine the key factors which drive clustering in carbon prices. 

Specifically, the following model has been estimated using both ordinary least 

squares and the Newey and West correction that accounts for heteroskedasticity 
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that there is no difference between the proportions in both samples. The 
expression of the statistic is as follows:
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where p1 and n1 (p2 and n2) are the proportion and the number of obser-
vations of sample 1 (sample 2).

Finally, based on previous empirical works, a multivariate analysis will 
be carried out in order to determine the key factors which drive cluster-
ing in carbon prices. Specifically, the following model has been estimat-
ed using both ordinary least squares and the Newey and West correction 
that accounts for heteroskedasticity and serial correlation:
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The intraday volatility (σt) has been calculated following the measure 
proposed by Parkinson (1980):

17 

The intraday volatility (YV) has been calculated following the measure proposed 

by Parkinson (1980): 
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where Ht is the highest and Lt are the lowest traded prices on day t. Volatility is 

widely considered as a proxy for uncertainty, therefore the greater the volatility, 

the greater should be the level of price clustering. Trading frequency is defined 

as the number of trades per day. This variable is commonly associated with 

efficiency in price determination; the greater the Trading frequency, the greater 

is the liquidity, prices are known more precisely, and the extent of price clustering 

should be less. Trade size is computed as the daily average trade size calculated 

as the quotient of the sum of the total amount of the transactions expressed in 

Euros divided by the number of transactions. Large size orders are sometimes 

associated with informed agents (see Easley and O’Hara (1987)) and their 

placement should lead to greater clustering. However, ap Gwilym, Clare and 

Thomas (1988, p.1197) indicate that for larger trades market participants may 

find it worthwhile negotiating on a wider range of prices. Finally, we have taken 

into account the daily ratio proposed by Lucia and Pardo (2010) and defined as 

the quotient between the daily change in the open interest and the daily trading 

volume. This ratio oscillates between -1 and 1. When the ratio takes values close 

to 1 and -1, it means that traders are massively opening and closing positions, 

respectively. Specifically, we have introduced the dummy variable R3H that takes 

the value 1 on those days in which the ratio takes values between 0.95 and 1 and 

zero otherwise, and R3L that takes the value 1 on those days in which the ratio 

takes values between -1 and -0.95 and zero otherwise. 

where Ht is the highest and Lt are the lowest traded prices on day t. Vola-
tility is widely considered as a proxy for uncertainty, therefore the greater 
the volatility, the greater should be the level of price clustering. Trading 
frequency is defined as the number of trades per day. This variable is 
commonly associated with efficiency in price determination; the greater 
the Trading frequency, the greater is the liquidity, prices are known more 
precisely, and the extent of price clustering should be less. Trade size is 
computed as the daily average trade size calculated as the quotient of the 
sum of the total amount of the transactions expressed in Euros divided 
by the number of transactions. Large size orders are sometimes associated 
with informed agents (see Easley and O’Hara (1987)) and their placement 
should lead to greater clustering. However, ap Gwilym, Clare and Thomas 
(1988, p. 1197) indicate that for larger trades market participants may 
find it worthwhile negotiating on a wider range of prices. Finally, we 
have taken into account the daily ratio proposed by Lucia and Pardo 
(2010) and defined as the quotient between the daily change in the open 
interest and the daily trading volume. This ratio oscillates between -1 
and 1. When the ratio takes values close to 1 and -1, it means that traders 
are massively opening and closing positions, respectively. Specifically, we 
have introduced the dummy variable R3H that takes the value 1 on those 
days in which the ratio takes values between 0.95 and 1 and zero oth-
erwise, and R3L that takes the value 1 on those days in which the ratio 
takes values between -1 and -0.95 and zero otherwise.
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Price clustering results

Univariate analysis

In this section, we perform different tests in order to check clustering in 
carbon transaction prices. We examine all trade prices with a tick size of 
one cent. We use the last digit of the price of all intraday screen trans-
actions of the December 2010 ECX EUA futures contract to summarize 
clustering. Before testing for the existence of price clustering, we have 
divided the sample of five years into two periods:  2006-2007 and 2008-
2010. The reason is twofold: (i) the number of observations for the first 
period (413 obs.) is by far very small in comparison to the number of 
observations for the second period (303,776 obs.), and (ii) the results are 
clearly affected by the change in tick from €0.05 to €0.01 in March 2007.

Table 1. Price Clustering in ECX EUA futures contracts

Panel A: Distribution of last digit of the price

Pricing Grid
2006-2007 2008-2010

Number % Number %

x.x0 173 41.90% 49319 16.24%

x.x1 16 3.87% 23601 7.70%

x.x2 17 4.12% 26592 8.75%

x.x3 33 7.99% 26197 8.62%

x.x4 9 2.18% 26047 8.57%

x.x5 103 24.90% 45490 14.97%

x.x6 24 5.81% 26049 8.57%

x.x7 17 4.12% 27359 9.01%

x.x8 8 1.94% 28013 9.22%

x.x9 13 3.15% 25109 8.27%

Total 413 303776

% at x.x0 & x.x5 66.80% 31.21%
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Panel B: Clustering tests and indices

  2006-2007 2008-2010

H1 0.0000 0.0000

HHI(%) 25.42 10.81

Note: Panel A shows the number of transactions and the percentage of ECX EUA futures con-
tracts with maturity in December 2010 traded at the 1 cent interval for period 2006-2007 and 
period 2008-2010. Panel B presents the p-value of the H1 hypothesis that tests the absence of 
difference between the observed distribution and the expected distribution. HHI stands for the 
Hirshmann-Herfindahl index.

Table 1 shows the frequency distribution of the last digit of trade prices 
for the two periods. We find clear evidence of clustering in both peri-
ods, being more notorious in the first one. Panel A presents the carbon 
pricing grid and indicates a high concentration of prices ending in digits 
0 and 5 for both periods. The percentage of trades that occur at the 
most frequently used prices (x.x0 and x.x5) is 66.8% (=41.9%+24.9%) 
and 31.21% (=16.24%+14.97%), for the first and second period, respec-
tively. Panel B confirms the presence of price concentration in both 
periods. The H1 indicates the rejection of the null hypothesis of the 
absence of difference between the observed distribution and the ex-
pected distribution for each subperiod. The HHI values show a higher 
price concentration in the first period (25.42) than in the second one 
(10.81). The test of the H2 hypothesis, not reported in the paper, con-
firms statistically this difference at the 1% level. There is an obvious 
explanation to this great difference, namely that until March 2007, all 
the transaction prices ended in 0 or 5 because the minimum fluctua-
tion tick was €0.05. This is the reason why the rest of the analysis is 
going to be focused exclusively on the second period. Specifically, if 
we focused on transactions in years 2008, 2009 and 2010, we observe 
that the sum of frequencies of observations of prices ending in 1, 9, 4 
and 6 (33.11%) is less than the sum of frequencies of prices ending in 8, 
2, 7 and 3 (35.60%). The z-test statistic for comparing such proportions 
is 11.97, indicating that such difference is statistically significant at the 
1% level, giving support to the attraction hypothesis as a plausible ex-
planation for the detected profile in carbon price clustering. 
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Table 2. Price Clustering for 2008, 2009 and 2010

Panel A: Distribution of last digit of the price

Pricing Grid 2008 2009 2010

x.x0 28.50% 18.70% 15.70%

x.x1 5.23% 7.84% 7.80%

x.x2 5.21% 8.55% 8.84%

x.x3 5.56% 7.79% 8.79%

x.x4 6.71% 7.27% 8.79%

x.x5 23.20% 16.40% 14.60%

x.x6 6.41% 7.77% 8.73%

x.x7 5.46% 8.46% 9.14%

x.x8 7.88% 8.66% 9.32%

x.x9 5.88% 8.53% 8.26%

Total 3996 38026 261754

% at x.x0 & x.x5 51.70% 35.10% 30.30%

Panel B: Clustering tests and indices

2008 2009 2010

H1 0.0000 0.0000 0.0000

HHI(%) 16.47 11.50 10.69

Note: Panel A shows the number of transactions and the percentage of ECX EUA futures con-
tracts with maturity in December 2010 traded at the 1 cent interval for trading years 2008, 
2009 and 2010. Panel B presents the p-value of the H1 hypothesis that tests the absence of 
difference between the observed distribution and the expected distribution. HHI stands for the 
Hirshmann-Herfindahl index.

Table 2 shows the evolution of the price clustering through the three 
years of the second period. It can be observed that clustering is persis-
tent through time but it decreases every year. There are several items 
that indicate this fact. The level of the clustering at the 0 and 5 digits de-
creases from 51.7% (=28.5%+23.2%) in 2008 to 30.3% (=15.7%+14.6%) 
in 2010. This fact can also be observed in the HHI that decreases from 
16.47 to 10.69. Therefore, as the futures contract moves toward its ex-
piration in 2010, the degree of price clustering is smaller. This behavior 
suggests that clustering will be affected by the time to maturity and it 
would confirm the hypothesis suggested by Ball et al. (1985) that price 
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clustering should diminish as futures contracts move toward expiration, 
because the price of the underlying asset is better known. However, 
another possible explanation for this effect could be found in the incre-
ment of the trading frequency observed for each year. The higher the 
trading frequency is, the less is the degree of price clustering. This last 
phenomenon was employed by Harris (1991) to argue his negotiation 
hypothesis. 

Once we have detected clear evidence of significant clustering on car-
bon market prices, the next question to be solved is in which situations 
is the clustering more notorious. For this purpose, we have measured 
the clustering in several scenarios. We have studied the price cluster-
ing in the maximum and minimum prices trading during the day, in 
the price of the last transaction of the day, and in the daily settlement 
price of the futures contract. Furthermore, we also analyze if price 
clustering is influenced by the sign of the trade, i.e., whether the trade 
is buyer initiated or seller initiated. Finally, we have taken into ac-
count the daily ratio proposed by Lucia and Pardo (2010) to differen-
tiate between days in which traders have opened or closed massively 
their positions.

Table 3 presents the results for all the scenarios considered. We ob-
serve that there is clustering for the highest, the lowest, and for the price 
of the last transaction, with HHIs of 11.11, 11.38 and 11.05, respective-
ly. The clustering is statistically significant in all the cases at the 1%  
level. The picture is totally different in the case of the grid of prices for 
the daily settlement prices. While the prices of the last transaction pric-
es show a clear clustering in digits 0 and 5 (32.27%=16.62%+15.55%), 
the settlement price frequencies do not present price clustering. The 
HHI is 10.13 and the null hypothesis of absence of clustering (H1) can-
not be rejected. This is an interesting finding given that the settlement 
price is used in many papers as the reference for the price in carbon 
market and the results show that this price series is the only one in 
which a coarser grid of prices is not detected. The explanation for this 
result could be found in the fact the settlement price is a trade weight-
ed average. 
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Next, we have divided the sample of intraday transactions prices taking 
into account the sign of the order. The price concentration is significant 
at the 1% level in both samples. We cannot reject the null hypothesis of 
equality of the price clustering (H2) between buyer and seller initiated 
trades (the p-value is 0.62). Finally, we have tested if there is a coarser 
grid when the trading session is dominated by traders that are closing 
or opening positions massively. We observe that traders cluster on prices 
ending in 5 (29.31%) when they are massively opening carbon futures 
positions contracts. However, when they are closing positions, the most 
repeated digits turn out to be 0 and 5, with 12.79% and 18.25%, respec-
tively. In both cases, the null hypothesis of the absence of price cluster-
ing is rejected at the 1% level. Notice that, in spite of the high value of 
the HHI for days with high R3 values (17.43), the hypothesis of equality 
in price clustering between the two subsamples (H2) cannot be rejected.

Multivariate analysis

Taking into account the results obtained in the univariate analysis, we 
define the measure Price clustering as the sum of the percentages that 
occur at pricing increments of x.x0 and x.x5 on day t. Furthermore, giv-
en that Trading Frequency and Trade Size variables are highly positive 
skewed, we report multivariate results for the natural logarithm of such 
variables5.

Table 4 shows the Spearman cross-correlation coefficients among Vola-
tility, Frequency Trading and Trade Size, all of them described in section 
II, and the Price Clustering variable. We observed that frequency of 
clustering is, positively and significantly correlated with the measure 
of volatility at the 10% level, but negatively and significantly correlat-
ed with the number of trades per day at the 1% level. Surprisingly, we 
do not observe any relationship between Price Clustering and the Trade 
Size variable.

5. These tests are not included for the sake of brevity, but are available from the authors upon request.
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Table 4. Spearman cross-correlation coefficients

Price Clustering σ Trading Frequency

σ 0.0633 (0.0840) 1.0000

Trading Frequency -0.1792 (0.0000) 0.4326 (0.0000) 1.0000

Trade Size 0.0236 (0.5198) -0.4327 (0.0000) -0.1776 (0.0000)

Note: This table shows the Spearman cross-correlation coefficients of price clustering (the sum of 
the percentages of trades at x.x0 and x.x5), the measure of volatility proposed by Parkinson (1980), 
the trading frequency (logarithm of daily number of transactions) and trade size (logarithm of the 
sum of the product of price and volume divided by the daily trading frequency) for the December 
2010 ECX EUA futures contracts and for the period 2008-2010. P-values appear in parentheses.

Next, we have performed sa multivariate regression analysis in order to 
detect the key determinants of the price clustering in the carbon market. 
Following Schwartz et al. (2004), given that the measure of price clustering 
is limited between 0% and 100%, we use the inverse of the standard 
normal cumulative distribution as our measure of price clustering for 
regression purposes. Specifically, we regress Price Clustering against 
daily volatility, the logarithm of daily trading frequency, the logarithm 
of daily trade size and R3H (R3L) defined as a dummy variable that takes 
value 1 when R3 is between 0.95 and 1 (-1 and -0.95) and zero otherwise.

Table 5. Determinants of price clustering

Variable Coefficient Std. Error t-statistic p-value

σ -0.4097 0.2472 -1.6573 0.0979

σt 6.2181 2.5268 2.4608 0.0141

Trading Frequencyt -0.0833 0.0113 -7.3602 0.0000

Trade Sizet 0.0852 0.0464 1.8359 0.0668

R3H,t -0.2632 0.1797 -1.4649 0.1434

R3L,t 0.1293 0.1110 1.1647 0.2446

R2 0.1220 F-statistic 19.3154

Adjusted R2 0.1156 Prob(F-statistic) 0.0000

Note: Price clustering is measured as the inverse of the standard normal cumulative distribution 
of the percentage of trades that occur at pricing increments of x.x0 and x.x5. We regress Price 
Clustering against daily volatility, the logarithm of daily trading frequency, the logarithm of dai-
ly trade size and R3

H
 and R3

L
 dummy’s variables which take value 1 when R3 is in the intervals 

[0.95 1] and [-1 -0.95], respectively. The analysis has been performed for the December 2010 
ECX EUA futures contracts and for the period 2008-2010.
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Table 5 presents the results of the multivariate regression analysis. We 
find that volatility and Trade Size influence positively and significantly 
price clustering at the 5% and 10% level, respectively. On the contrary, 
Trading Frequency has the opposite effect and affects it negatively at 
the 1% level of significance. Therefore, our findings indicate that price 
clustering in the European Carbon Markets increases when surrogates 
for greater uncertainty such as volatility and trade size rise. However, 
the degree of price clustering is lower when liquidity increases; that is, it 
decreases with trading frequency. As a whole, these results suggest that 
a coarser pricing grid occurs because traders want to make their nego-
tiations less costly. These results appear to support the negotiation hy-
pothesis proposed by Harris (1991) as the most plausible explanation for 
the price clustering detected in the European Carbon Futures Markets.

Conclusions

The results obtained for price clustering highlight the existence of this 
fact in the European Carbon Futures Markets. In particular, we have de-
tected that prices are concentrated in transaction prices ending in digits 
0 and 5, and that the level of price clustering is higher at prices of x.x0 
than at prices of x.x5.

The knowledge that carbon price clustering exists is relevant for several 
reasons. Firstly, it is important from the point of view of the microe-
conomics of carbon price formation since the degree of rounding may 
be used as a new proxy in studies to take into account the amount of 
information present in the carbon market. Secondly, clustering in prices 
is not in agreement with the idea that prices follow a random walk and, 
as a consequence, carbon risk managers should dedicate further effort to 
finding alternative models that consider clustering in order to price and 
hedge EUAs. Finally, knowing of the existence of carbon pricing clus-
tering, profitable trading rules can be implemented by carbon traders. 
These strategies should be based on the assumption that a reversal in 
the direction of the price of the EUA becomes likely as the price moves 
to some gravitational price. For example, if trades are taking place at 
€14.99, sellers may be able to trade at slightly better prices by placing 
limit orders at €15.00 in order to get priority in time, while buyers can 
submit market orders in order to gain priority in prices.
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Preferences for the carbon prices ending in 0 and 5 give initial sup-
port to the attraction hypothesis as a possible explanation for the price 
clustering. However, the extent of price clustering is greater when less 
information is available in the market, that is, when the volatility is high 
and the trading frequency is low. It seems that price clustering occurs 
because traders use a restricted set of prices to simplify their negoti-
ations. These results point to the negotiation hypothesis proposed by 
Harris (1991) as the most plausible explanation for the concentration in 
prices observed in the European Carbon Market.
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WHAT MAKES CARBON TRADERS CLUSTER THEIR ORDERS?

Introduction

Since the inception of the European Union Emission Trading Scheme (EU 
ETS) in 2005, an increasing number of empirical papers have studied the 
microstructure of the European Carbon Market. Benz and Hengelbrock 
(2008) were the first to study market liquidity in carbon markets and 
observe that trading frictions in the form of transaction costs decreased 
over the first years of the EU ETS; Mansanet-Bataller and Pardo (2009) 
and Conrad, Rittler and Rotfuß. (2012) show that the decisions of the 
European Commission have a strong and immediate impact on carbon 
prices; Mizrach and Otsubo (2014) find that imbalances in the order 
book of the European Climate Exchange (ECX) help predict carbon re-
turns for up to three days; and Medina, Pardo and Pascual (2014) ana-
lyze the timeline of trading frictions in the European Carbon Market to 
conclude that the EU ETS market breakdown in 2006 had a persistent 
negative effect on the quality of the EUAs prices6.

Although the previous papers have studied a broad range of topics about 
carbon market liquidity, none of them have focused on the quantity 
dimension of liquidity. This is an important aspect to consider when 
trading. Following Meng, Verousis and ap. Gwilym (2013), to the extent 
that investors fail to accommodate size along with price in their optimal 
allocation decisions, their overall costs may increase. As Black (1971, 
p. 30) indicates, an asset is perfectly liquid when (i) there are always 
bid and ask prices for the investor who wants to trade small amounts 
of assets and the difference between those prices is always small; (ii) 
an investor can trade a large amount of the asset over a long period of 
time at a price not very different from the current market price; and (iii) 
an investor can buy or sell a large block of stock immediately, but at a 
premium or discount that depends on the size of the block. According to 
Harris (2003, p. 399), a trader must minimize the cost of trading a given 

6.  See Zhang and Wei (2010) for a comprehensive review of the main arguments of empirical studies on 
the EU ETS, in terms of the operating mechanism and economic effect of the EU ETS.
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size or, similarly, maximize the size she trades at a given cost. However, 
the ability to trade large sizes at low costs could be hindered when the 
size of the orders is concentrated at specific trade sizes. This empirical 
fact, known in the literature as the size clustering effect, has recently 
been observed in foreign exchange, equity, index futures, and credit de-
fault swap (CDS) markets (see Alexander and Peterson, 2007; ap Gwilym 
and Meng (2010); Meng et al., (2013); Moulton, (2005), respectively).

The financial literature offers some theories to explain clustering. First-
ly, the price negotiation hypothesis, introduced by Ball, Torous and 
Tschoel (1985) and by Harris (1991), indicates that the presence of un-
certainly leads the traders to round both trade sizes and their equilibri-
um prices, with the aim of minimizing the costs of the trading process. 
Secondly, there are some papers that suggest that the tendency to round 
sizes and prices is due to trader’s preferences. This is the case of differ-
ent behavioral hypotheses suggested by Wyckoff (1963), Goodhart and 
Curcio (1991), and Ikenberry and Weston (2007), among others, that 
argue that investors prefer certain numbers over others without any 
rational explanation. By using a rounded set of numbers, the quantity 
of information that has to be processed by the traders is less. Combin-
ing these hypotheses, clustering appears because traders use a restricted 
set of prices and trade sizes to simplify their negotiations. Therefore, 
the higher the market volatility and the less the trading frequency, the 
higher the trading costs and the higher the level of clustering.

Finally, Hodrick and Moulton (2009) examine liquidity and how it af-
fects the behavior of uninformed traders. One of the implications of their 
model states that in a market with many heterogeneous uninformed 
investors, the number of different sizes traded increases in accordance 
with their desire for satisfaction. If the desire for satisfaction is very 
high, they choose to trade a wide range of different sizes. Therefore, the 
degree of size clustering should be very low at times in which the desire 
of portfolio managers to satisfy their negotiations is very intense7.

7.  Moulton (2005) analyzes size clustering in the foreign exchange market and shows that customers trade 
more precise quantities at quarter-ends because this is when investors could have a stronger desire to satisfy 
their quantity demands. A similar explanation is provided by Garvey and Wu (2014) to justify why US equity 
traders submit more non-rounded order sizes and more order sizes overall leading up to a day’s market close.
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The finding of coarse price grids, or price clustering, is common across a 
broad range of markets, including, among others, energy, water, foreign 
exchange, stock, bond futures, stock index futures, and carbon futures 
markets. However, as we have cited, the literature about the presence 
of size clustering is far less extensive8. This study offers the first anal-
ysis of observed patterns in European Union Allowances (EUAs) trade 
sizes. Specifically, the purpose of this paper is to document empirical 
evidence of size clustering behavior in the ECX EUA futures market and 
to understand under what circumstances it happens. The investigation 
of clustering in trade sizes could offer new insights into the liquidity of 
the European Carbon Futures Markets as long as its presence would be 
indicative of the fact that carbon traders might not negotiate their de-
sired quantities at a given price. As we will show in this paper, size and 
price rounding will result in lower transactions costs. Additionally, the 
results of this study contribute to the debate by providing further empir-
ical evidence on whether price and size clustering are coincident or not.

The remainder of the chapter is organized as follows. Section 2 ana-
lyzes the distribution of the trade sizes. Section 3 presents the findings 
on size clustering and its key determinants. Section 4 summarizes and 
concludes.

Trade size distribution

In this section, we begin by using the data on trade sizes to calculate 
their frequency. Follwing Alexander and Peterson (2007), a trade that 
has been buyer-initiated is more likely to be followed by another buy-
er-initiated order if the trades are rounded. Therefore, we will take into 
account the sign of the transaction to check if trades initiated by one of 
the sides could be more size clustered than trades initiated by the other 
side.

8.  See Brooks et al. (2013) and ap Gwilym and Meng (2010) for excellent reviews of the literature on price 
and size clustering, respectively.
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Table 1. Frequency of the trades with the same trade size

2010 2011 2012

All trades Buyer Seller All trades Buyer Seller All trades Buyer Seller

1 42.82 42.82 42.83 41.05 40.15 41.92 39.41 40.42 38.35

2 6.94 7.12 6.77 8.19 8.29 8.09 9.17 9.04 9.31

3 4.05 4.08 4.03 4.96 4.95 4.97 5.65 5.45 5.86

4 3.16 3.19 3.13 3.25 3.36 3.14 3.47 3.49 3.45

5 11.14 11.11 11.16 10.88 11.00 10.76 10.49 9.90 11.12

6 1.25 1.23 1.26 1.33 1.39 1.27 1.52 1.55 1.49

7 1.24 1.23 1.24 1.39 1.41 1.37 1.49 1.49 1.48

8 1.24 1.22 1.27 1.17 1.23 1.10 1.29 1.32 1.26

9 1.47 1.42 1.52 1.26 1.29 1.23 1.30 1.31 1.28

10 10.28 10.17 10.38 8.22 8.25 8.19 8.41 8.21 8.62

11 0.42 0.43 0.40 0.65 0.65 0.66 0.53 0.51 0.54

12 0.39 0.39 0.40 0.46 0.47 0.45 0.57 0.58 0.55

13 0.37 0.38 0.37 0.41 0.45 0.37 0.45 0.47 0.43

14 0.39 0.41 0.38 0.44 0.47 0.41 0.44 0.45 0.43

15 1.42 1.46 1.39 1.51 1.57 1.46 1.44 1.48 1.40

16 0.29 0.28 0.30 0.33 0.34 0.33 0.33 0.36 0.31

17 0.29 0.29 0.29 0.32 0.34 0.31 0.32 0.32 0.32

18 0.27 0.26 0.28 0.31 0.32 0.30 0.36 0.37 0.35

19 0.35 0.37 0.34 0.37 0.39 0.35 0.35 0.38 0.32

20 1.70 1.66 1.74 1.65 1.71 1.58 1.64 1.65 1.64

21 0.24 0.24 0.23 0.26 0.28 0.23 0.25 0.25 0.24

22 0.27 0.28 0.25 0.30 0.30 0.31 0.28 0.30 0.25

23 0.36 0.39 0.32 0.34 0.35 0.33 0.31 0.34 0.29

24 0.59 0.60 0.57 0.51 0.52 0.51 0.43 0.45 0.41

25 5.43 5.40 5.46 5.83 5.93 5.72 5.01 5.00 5.01

>25 3.63 3.55 3.71 4.61 4.58 4.64 5.10 4.93 5.28

Note. This table shows the frequency of the trades with the same trade size expressed in percent-
age for all the trades (All trades), for buyer-initiated trades (Buyer), and for seller-initiated trades 
(Seller) for the ECX EUA futures contracts with maturities in December 2010, 2011 and 2012. The 
first column indicates the number of contracts per transaction.
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Table 1 shows the frequency of the trades with the same trade size ex-
pressed in percentage for all the trades (All trades), for buyer-initiated 
trades (Buyer), and for seller-initiated trades (Seller) for the ECX EUA 
futures contracts with maturities in December 2010, 2011 and 2012. The 
empirical distribution shows that about 68% of the trades are concen-
trated in sizes of one to five contracts in all the maturities. We also 
observe spikes at size multiples of five with an upturn at trades of 25 
contracts. Furthermore, both buyer- and seller-initiated trades seem to 
be distributed in a similar way in the three futures contracts.

Table 2 presents the basic descriptive statistics. The average trade size 
for the sample of all the transactions ranges between 7.6 and 8.6, the 
minimum transaction size is one and the maximum is 1682 contracts 
(2012 December futures contract). However, the median is three, which 
gives an idea of the high concentration of trades around the lowest siz-
es. These results are in line with those obtained by ap Gwilym and Meng 
(2010) for the FTSE100 futures contract. They suggest that this tendency 
to concentrate on small sizes could be the desire of traders to avoid 
trading large orders with a better-informed counterparty.

From Table 1, there appear to be little difference in the pattern of trade 
sizes between buyer- and seller-initiated trades. Next, we have formally 
tested the equality of means, medians and variances of both distribu-
tions with the parametric Anova F-test, the non-parametric Kruskal–
Wallis test and the Brown–Forsythe’s test, respectively. Additionally, we 
have applied the Wilcoxon/Mann–Whitney test, a nonparametric test 
based on ranks, which determines whether or not two groups have the 
same general distribution.

Table 2. Descriptive statistics of trade sizes 

Panel A. 2010

All trades Buyer Seller Test

Mean 7.612 7.587 7.636 F- test: 0.7623

Median 3 3 3 KW- test: 1.749

Std. Deviation 15.543 15.577 15.510 BF- test: 0.617

Minimum 1 1 1 WMW- test: 1.323
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All trades Buyer Seller Test

Maximum 995 976 995

Observations 304,180 149,737 154,443

Panel B. 2011

All trades Buyer Seller Test

Mean 8.285 8.466 8.112 F- test: 36.322***

Median 3 3 2 KW- test: 89.164***

Std. Deviation 17.612 18.652 16.556 BF- test: 25.304***

Minimum 1 1 1 WMW- test: 9.443***

Maximum 900 900 518

Observations 359,003 175,490 183,513

Panel C. 2012

All trades Buyer Seller Test

Mean 8.610 8.428 8.800 F- test: 40.153***

Median 3 3 3 KW- test: 113.812***

Std. Deviation 20.559 20.076 21.051 BF- test: 26.653***

Minimum 1 1 1 WMW- test: 10.668***

Maximum 1682 1493 1682

Observations 491,205 251,562 239,643

Note. This table shows the descriptive statistics of the distribution of trade sizes for all the trades 
(All trades), for buyer-initiated trades (Buyer), and seller-initiated trades (Seller) for the ECX EUA 
futures contracts with maturities in December 2010, 2011 and 2012. The sample period takes into 
account all the transactions made from 2006 to 2012. The F-test stands for the F statistic that 
tests the null hypothesis of equality of means of trade sizes. The KW-test is the Kruskal-Wallis 
statistic that tests the null hypothesis of equality of medians of trade sizes. The BF-test is the 
Brown–Forsythe’s statistic that tests the null hypothesis of equality of variances. The WMW-
test is the Wilcoxon/Mann–Whitney statistic that tests whether or not two series have the same 
general distribution. ***, ** and * indicate significance at 1%, 5% and 10%, respectively.

The results are displayed in Table 2. The null hypotheses of equality 
of means, medians and variances cannot be rejected for the maturi-
ty in 2010. However, they are rejected at the 1% level for the 2011 
and 2012 futures contracts. Furthermore, the non-parametric Wilcoxon/
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Mann– Whitney statistics for those contracts confirm that the distribu-
tion of the buyer-initiated trade sizes is statistically different from the 
distribution of the seller-initiated trade sizes at the 1% level. Therefore, 
the results of all these tests indicate that the distributions of trade sizes 
are affected by the sign of the order, at least for the last two maturities.

Following Alexander and Peterson (2007), in order to formally test if the 
degree of size clustering in all the samples is significant, we conduct a 
linear regression analysis: 

lnPerc.Sizei = αi + β5D5i + β10D10i + β15D15i + β20D20i

+ β25D25i + βupper25DM5i + βLnSize,iLnSizei + εi

where the dependent variable is the natural log of the percentage of 
trades that occur at size i and we include as independent variables some 
dummy variables that will capture whether the trade size sample is af-
fected by the round numbers. In particular, as about 95% percent of 
trade sizes occur in the range defined between one and twenty-five 
contracts, we include the dummy variables that will detect if the trade 
size is equal to 5, 10, 15, 20 or 25 contracts. In addition, we adapt from 
Blau, Van Ness and Van Ness (2012) the variable DM5 which identifies 
trade sizes which are multiples of five and bigger than twenty-five. 
Finally, to check how the level of size clustering is affected by the size 
of the transaction, we include the variable LnSizei which is the natural 
logarithm of trade size i measured in number of contracts.

Table 3 shows the results of the round trade sizes regression analysis 
carried out using both ordinary least squares and the Newey and West 
correction that accounts for heteroskedasticity and serial correlation 
problems. In all the cases, the adjusted-R2 is higher than 96% and all 
the coefficients are statistically significant at the 1% level. For all the 
maturities and for the three subsamples, the dummy variables that check 
the trade size are positively related with the dependent variable, as we 
expected from Table 1. Regarding the variable LnSizei, we find that its 
coefficient is negative and significant, meaning that the larger the size 
of the transaction the lower the frequency of trades with such size.
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Table 3. Round numbers analysis regression

Panel A. 2010

All trades Buyer Seller

α 3.679 3.678 3.677

β5
1.597 1.586 1.602

β10
2.751 2.728 2.764

β15
1.495 1.502 1.477

β20
2.186 2.144 2.214

β25
3.745 3.721 3.754

βupper25
2.328 2.265 2.380

βLnSize
-1.780 -1.774 -1.781

Adjusted-R2 0.961 0.962 0.960

Panel B. 2011

All trades Buyer Seller

α 3.656 3.635 3.674

β5 1.544 1.538 1.543

β10 2.475 2.447 2.492

β15 1.492 1.487 1.483

β20 2.079 2.070 2.071

β25 3.733 3.698 3.751

βupper25 2.489 2.396 2.568

βLnSize -1.748 -1.725 -1.765

Adjusted-R2 0.965 0.966 0.965

Panel C. 2012

All trades Buyer Seller

α 3.641 3.656 3.622

β5
1.482 1.406 1.552

β10
2.454 2.411 2.488

β15
1.388 1.396 1.365
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All trades Buyer Seller

β20
2.017 1.997 2.022

β25
3.514 3.492 3.521

βupper25
2.425 2.343 2.494

βLnSize
-1.722 -1.721 -1.718

Adjusted-R2 0.968 0.969 0.968

Note. This table shows the results of a regression analysis (equation 1) in order to test how round 
numbers affect trade sizes for all the trades (All trades), for buyer-initiated trades (Buyer), and 
seller-initiated trades (Seller) for the ECX EUA futures contracts with maturities in December 
2010, 2011 and 2012. LnPerc.Sizei is the natural logarithm of the percentage of trade size i. D5i, 
D10i, D15i, D20i and D25i are five dummy variables which take value 1 if the trade sizes i are 
equal to 5, 10, 15, 20 and 25, respectively, and 0 otherwise. DM5i takes value 1 if the trade sizes 
i is a multiple of 5 upper 25 and 0 otherwise. LnSizei is the natural logarithm of trade size i 
measured in number of contracts. All the coefficients are significant at the 1% level.

Size clustering

Univariate analysis

Previous empirical evidence has caused controversy regarding whether 
price and size clustering are complementary or substitutes. Alexander and 
Peterson (2007) and Verousis and ap Gwilym (2013) find that price and size 
clustering tend to occur simultaneously in stock markets. On the contrary, 
studies such as ap Gwilym and Meng (2010) for FTSE100 index futures 
markets, Blau et al. (2012) for NYSE short sales, and Meng et al. (2013) 
for the CDS market, observe that when traders round prices they tend 
to quote more refined sizes, implying a trade-off between price and size 
clustering. Given that Palao and Pardo (2012) show the existence of price 
clustering in December 2010 ECX EUA futures contract at prices ending 
in digits 0 or 5, we have also tested for its presence in the December 
2011 and 2012 futures contracts. The idea is to study possible links 
between price and size clustering and to determine whether they are 
complementary or substitutes in the European Carbon Market.

First of all, to investigate the presence of price clustering, we focus on 
the distribution of the last decimal of the transaction price, in particular, 
the frequency distribution of prices between x.x0 and x.x9. We analyze 
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price clustering as the frequency of the number of transactions occur-
ring at each digit (%Trades) and, following Brooks, Harris and Joymun-
gul (2013), we have also studied price clustering as the frequency of the 
total amount of contracts traded at each digit (%Contracts).

Price clustering has been analyzed for the sample of all the transactions, 
for buyer-initiated trades and for seller-initiated trades. Table 4 shows 
that the most clustered digits for the three subsamples of each contract 
are 0 and 5. This fact is observed both in the number of trades and in the 
total amount of contracts. It is notable that when we take into account 
the frequency of the total amount of contracts traded, the percentage 
observed for trade prices at x.x0 and x.x5 is higher than when we con-
sider the total number of trades. Obviously, the opposite is detected for 
the remaining digits. This suggests that investors not only trade more 
frequently at digits 0 and 5 but also, when they trade at these digits, 
they place a higher amount of contracts than in the rest of the cases.

Additionally, we have applied the Goodness of Fit Chi-squared statistic 
to test the null hypothesis of no difference between the observed distri-
bution and the expected distribution. The Goodness of Fit Chisquared 
statistic, shown in Panel B as GOF, is defined as:
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where Oi is the observed frequency of the last digit; Ei is the expected frequency 

under a uniform distribution, and GOF is the distributed Chi-square with N-1 

degrees of freedom under standard conditions. In all the cases, the tests reject 

the null hypothesis at the 1% level, confirming statistically the presence of price 

clustering both in the number of trades and in the sum of contracts at prices 

ending in digits 0 and 5. 

[Insert here Table 4] 

where Oi is the observed frequency of the last digit; Ei is the expected 
frequency under a uniform distribution, and GOF is the distributed Chi-
square with N-1 degrees of freedom under standard conditions. In all 
the cases, the tests reject the null hypothesis at the 1% level, confirming 
statistically the presence of price clustering both in the number of trades 
and in the sum of contracts at prices ending in digits 0 and 5.
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Table 4. Price clustering

Panel A. 2010

All sample Buyer Seller

% Trades % Contracts % Trades % Contracts % Trades % Contracts

x.x0 & x.x5 31.26 37.71 30.85 37.34 31.65 38.07

Rest 68.74 62.29 69.15 62.66 68.35 61.93

Total 304,180 2,315,306 149,737 1,136,001 154,443 1,179,305

GOF 24,756.67 464,341.74 11,928.42 221,485.43 14,731.21 256,690.75

p-value 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Panel B. 2011

All sample Buyer Seller

% Trades % Contracts % Trades % Contracts % Trades % Contracts

x.x0 & x.x5 28.61 34.19 28.02 33.24 29.17 35.14

Rest 71.39 65.81 71.98 66.76 70.83 64.86

Total 359,003 2,974,379 175,490 1,485,744 183,513 1,488,635

GOF 17,378.67 393,079.03 7771.34 174,284.79 10,724.64 231,185.30

p-value 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Panel C. 2012

All sample Buyer Seller

% Trades % Contracts % Trades % Contracts % Trades % Contracts

x.x0 & x.x5 28.51 31.67 28.41 31.86 28.62 31.48

Rest 71.49 68.33 71.59 68.14 71.38 68.52

Total 491,205 4,229,186 251,562 2,120,267 239,643 2,108,919

GOF 23,113.27 372,662.92 11,752.05 193,213.12 12,257.67 187,749.16

p-value 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Note. This table analyses the price clustering for trades and contracts occurring at digits ending 
in 0 or 5 (x.x0 & x.x5) or at digits different from 0 or 5 (Rest) for all the trades (All trades), 
for buyer-initiated trades (Buyer), and seller-initiated trades (Seller) for the ECX EUA futures 
contracts with maturities in December 2010, 2011 and 2012. Each panel shows the frequency of 
the number of transactions (%Trades) and the frequency of the total amount of contracts traded 
(%Contracts), both expressed in percentage terms. Each panel also presents the total number of 
observations (Total), the Goodness of Fit Chi-squared statistic (GOF), and its p-value. The Good-
ness of Fit Chi-squared statistic tests the null hypothesis of no difference between the observed 
distribution and the expected distribution. 
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Next, we define different variables and perform different tests in order 
to check for the presence of size clustering in carbon markets. We follow 
the methodology proposed both by Moulton (2005) and by ap Gwilym 
and Meng (2010). Specifically, we define the variable Size as the daily 
number of different trade sizes; Count as the daily trading frequency, 
and Volume as the daily volume. A simulated example of the daily trad-
ing activity in a fictitious market in Table 5 will help to clarify these 
variables. Panel A presents all the intraday trades for two consecutive 
days. Panel B shows how these trades are classified according to differ-
ent subsamples. In our case, we perform the analysis for the full sample 
and two subsamples that takes into account prices that end in digit 0, in 
digit 5, in digits 0 or 5, and in digits different from 0 or 5. Finally, Panel 
C shows the percentages for each subsample.

Table 5. Example of trading-related variables

Panel A: Trade Volume Information on two days

Day 1 Day 2

Price Contracts Price Contracts

15.05 10 15.02 10

15.00 1 15.03 2

15.01 1 15.01 3

15.00 3

16.00 18

15.00 3

15.00 1

Panel B: Trade volume classification for the three variables

Day 1 Sizes Count Volume

Full 2 3 12

0 digit 1 1 1

5 digit 1 1 10

0 or 5 2 2 11

Different 1 1 1

Day 2 Sizes Count Volume

Full 5 7 40

0 digit 3 4 25

5 digit - - -

0 or 5 3 4 25

Different 3 3 15



Behavioral Aspects of the European Carbon Market

49

Panel C: Trade size percentage by sample

Sizes Full 0 digit 5 digit 0 or 5 Different

1 3/10 2/5 - 2/6 1/4

2 1/10 - - - 1/4

3 3/10 2/5 - 2/6 1/4

10 2/10 - 1 1/6 1/4

18 1/10  1/5 - 1/6 -

Count 10 5 1 6 4

Note. This table shows the classification of the trades according to the variables used in the size 
analysis. Panel A provides an example of the trade negotiation on two days. Panel B shows how 
these transactions are distributed according to the distinct trade sizes (Sizes), the frequency of 
observations (Count), and the total volume of contracts traded (Volume) for the full sample, for 
trades where the last decimal is 0, for trades where the last decimal is 5, for trades where the last 
decimal is 0 or 5, and for trades whose last decimal is different from 0 or 5. Panel C shows the 
percentage of trade sizes over the two days for each sample.

For example, for Day 1 there are three transactions recorded (see Panel 
A), the variable Count indicates three transactions, while two trades of 
size one and one trade of size ten constitute two Sizes on the same day 
(see Panel B). Panel C deserves special attention because the proportion 
of size one (2/5) is bigger in the sample of prices ended in 0 than in the 
whole sample (3/10) as happens for size one. It is explained because, for 
each sample, we only consider the sum of the different sizes correspond-
ing to each sample. The full sample has ten trades while the subsample 
of digit-0 has five. For this reason, additively cannot be assumed when 
comparing the different samples of Size.

The reason for employing the daily number of distinct trade sizes (the 
variable size) instead of the variable trade sizes to measure the degree of 
size clustering is because we are interested in analyzing the amplitude 
of the range of the trade sizes and not the frequency of the observations 
for each trade size. Proceeding in this way, we avoid the possibility that 
a trading day with a high number of trades could determine the size 
clustering level. For instance, we do not mind if the trade size quantity 
equal to one repeats 20 times, though we do mind if an investor can 
trade at such quantity. Therefore, a high (low) number for the variable 
Size implies a low (high) degree of size clustering.
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Next, we perform different tests in order to check size clustering in car-
bon trades. We examine all trade sizes of all intraday screen transactions 
of the three futures contracts and we calculate the daily variable Size. 
Table 6 presents some descriptive statistics and some tests for the dif-
ferent samples considered. Panel A shows that the median of the daily 
number of different trade sizes for the sample of All trades is lower for 
prices ending in 0 or 5 than for prices ending in digits different from 0 
or 5. Similar results are obtained for Buyer and Seller subsamples. The 
Kruskal–Wallis (K–W) test in Panel A confirms that this difference is sta-
tistically significant at the 1% level in all cases. Therefore, more clustered 
prices have more clustered sizes, indicating that price and size clustering 
are complementary. Panel B presents the Wilcoxon/Mann– Whitney sta-
tistics and their p-values that test the null hypothesis of equality of the 
distributions for the Buyer and Seller subsamples. As can be observed, we 
cannot reject the equality of the distributions of the variable size between 
the buyer-initiated trades and the seller initiated trades in any of the cas-
es. Therefore, the sign of the order affects the trade size of the order (as 
we see in Table 2) but it does not influence the variable size. This is the 
reason why, from now on, the multivariate analysis will be focused only 
on the sample composed of all the transactions.

Table 6. Descriptive statistics of distribution

Panel A: Prices ending in digits 0 or 5 and in digits different from 0 or 5

2010 All trades Buyer Seller

Median 0 or 5 9 8 7

Median Rest 10 9 9

K-W: 0&5 vs Rest 0.004 0.001 0.003

2011 All trades Buyer Seller

Median 0 or 5 8 6 6

Median Rest 14 10 10

K-W: 0&5 vs Rest 0.001 0.001 0.001

2012 All trades Buyer Seller

Median 0 or 5 11 8 8

Median Rest 18 13 13

K-W: 0&5 vs Rest 0.001 0.001 0.001
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Panel B: Wilcoxon/Mann–Whitney statistic between Buyer and Seller 
subsamples

Buyer vs Seller 2010 2011 2012

WMW statistic 0.130 0.036 1.262

p-value 0.897 0.971 0.207

Note. This table presents some statistics and tests related to Size distribution, where Size refers 
to the daily number of distinct trade sizes for all the trades (All trades), for buyer-initiated trades 
(Buyer), and seller-initiated trades (Seller) for the ECX EUA futures contracts with maturities in 
December 2010, 2011 and 2012. Panel A shows the median of the variable Size for prices ending 
in 0 or 5 and for prices ending in digits different from 0 or 5 (Rest), respectively. Panel A also 
shows the p-value of the Kruskal-Wallis (K-W) statistic that tests the null hypothesis of equality 
in the medians for the different subsamples compared. Panel B shows the Wilcoxon/Mann–
Whitney statistic (WMW statistic) and its p-value that tests the null hypothesis of equality of 
the general distribution between Buyer and Seller subsamples. 

Multivariate analysis

Finally, based on previous empirical evidence obtained for other assets, 
a multivariate analysis is carried out to determine the key factors which 
affect size clustering in carbon prices. To study possible links between 
price and size clustering, and following ap Gwilym and Meng (2010), we 
have split the data set into two parts in order to capture any differences 
between observations with prices ending in x.x0 and x.x5 and those 
with prices ending in the remaining digits. To do this, we have defined 
Dt as a dummy variable that takes the value 1 for observations where 
prices end in digits different from 0 or 5, and 0 otherwise. Observations 
are indexed by t where t = 1,698 across 849 trading days for 2010 fu-
tures contract, t = 2,032 across 1,016 trading days for 2011 maturity, and 
t = 2,670 across 1,335 trading days for 2012 futures contract.

The following model has been estimated using both ordinary least 
squares and the Newey and West correction that accounts for heteroske-
dasticity and serial correlation problems:

Sizet = αt + β1σt + β2Countt + β3Trade Sizet + β4R3H,t + β5R3M,t

+ β6R3L,t + β7Dt + β8Dtσt + β9DtCountt

+ β10DtTrade Sizet + β11DtR3H,t + β12DtR3M,t  

+ β13DtR3L,t + εt
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The dependent variable that represents the level of size clustering is the 
variable Sizet which refers to the daily number of distinct trade sizes.  
stands for an estimation of the intraday volatility that has been calcu-
lated following the measure proposed by Parkinson (1980):
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trade at more distinct quantities when investors have a stronger desire to satisfy 

where Ht is the highest and Lt are the lowest traded prices on day t. We 
will use volatility as a proxy of uncertainty. According to Harris (1991), 
the arrival of more information implies more volatility and a wider 
range of trade sizes. Moulton (2005) observes higher volatility associat-
ed with more sizes traded in the majority of the currencies she analyzed 
and Meng et al. (2013) also observe this relationship for the CDS market.

Therefore, the coefficient on  is expected to be negative in the equa-
tion. Countt is the number of daily trades for each sample. ap Gwilym 
and Meng (2010) find that the number of distinct trade sizes increases 
with trade frequency which is consistent with the idea that the arrival 
of more information leads to the use of a wider range of trade sizes. 
Therefore, the expected sign for the coefficient on Countt is positive, i.e. 
the more trades there are, the greater the number of distinct trade sizes. 
Trade Sizet is calculated as the daily average trade size, i.e. the sum of 
the total amount of trade sizes divided by the number of the total trans-
actions on such day. As we have seen, our preliminary results suggest 
that the average trade size is higher for the most clustered prices, and 
by introducing this variable into the regression, we can test whether the 
daily average trade size influences the range of the different trade sizes. 

Finally, motivated by the theoretical paper by Hodrick and Moulton 
(2009), we have introduced three dummy variables. Their paper exam-
ines liquidity and how it affects the behavior of portfolio managers. 
One of the implications of their model is that in a market with many 
heterogeneous uninformed investors, an asset will trade at more distinct 
quantities when investors have a stronger desire to satisfy their exoge-
nous demands, where “at more distinct quantities” refers to more varia-
tion in the quantities (Sizet) traded, not necessarily more trades or more 
total volume. Assuming the correctness of this theory, the degree of size 
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clustering on days with extreme desire would be negatively linked with 
the desire of uninformed investors (portfolio managers) to satisfy their 
negotiations.

We apply the R3t measure proposed by Lucia and Pardo (2010) as a proxy 
to study the behavior of the portfolio manager activity in the European 
Carbon Market. This measure is defined as the ratio between the change 
in the open interest and the daily trading volume over a day t. The ratio 
has no dimension, and can take any value ranging from −1 to +1. A 
positive (negative) number indicates that the number of open (closed) 
positions is greater than the number of closed (open) positions. After 
calculating the ratio for all the trading days, we have constructed three 
variables. R3H,t, R3M,t and R3L,t which take value 1 when R3t is in the 
intervals [0.95, 1], [−0.025, 0.025] and [−1, −0.95], respectively. The first 
dummy variable indicates days in which the opening of new positions 
outnumbers by far the closing of positions; the second variable identi-
fies those days with an abnormal number of intraday traders (those that 
open and close positions on the same day), while the last variable takes 
into account days in which the traders are massively closing positions.

Table 7. Determinants of size clustering

2010 2011 2012

Coefficient p-value. Coefficient p-value. Coefficient p-value.

α 7.121 0.000 7.029 0.000 7.826 0.000

σt 26.237 0.329 -67.896 0.047 29.139 0.429

Countt 0.061 0.000 0.069 0.000 0.066 0.000

Trade Sizet -0.004 0.000 -0.001 0.235 -0.002 0.002

R3H.t -3.453 0.000 -5.003 0.000 -6.459 0.000

R3M.t -0.045 0.943 0.052 0.934 0.080 0.897

R3L.t -3.048 0.000 -3.703 0.000 -4.704 0.000

Dt 1.874 0.000 3.226 0.000 5.003 0.000

Dt x 37.522 0.197 10.804 0.713 -1.000 0.978

Dt x Countt -0.032 0.000 -0.035 0.000 -0.034 0.000

Dt x Trade Sizet -0.001 0.328 0.000 0.932 -0.004 0.006

Dt x R3H.t -0.221 0.837 -1.816 0.092 -2.916 0.001
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2010 2011 2012

Coefficient p-value. Coefficient p-value. Coefficient p-value.

Dt x R3M.t -0.698 0.357 -0.335 0.649 -0.364 0.579

Dt x R3L.t -0.392 0.696 -1.056 0.213 -3.163 0.000

R2 0.761 0.828 0.786

Adjusted-R2 0.759 0.827 0.785

F-statistic 386.921 709.948 715.657

Prob (F-statistic) 0.000 0.000 0.000

Note. This table analyses the possible determinants of size clustering (equation 2). Sizet 
refers to the daily number of distinct trade sizes. σt is the daily volatility. Countt  is the 
number of trades per day. Trade sizet indicates the daily average trade size. R3H,t, R3M,t, 
and R3L,t are dummy variables that take value 1 when R3 is in the intervals [0.95, 1], 
[-0.025, 0.025], and [-1, -0.95], respectively. D is a dummy variable equal to 1 if con-
tract prices end in a price different from 0 or 5, and 0 otherwise. 

The results of the regression analysis are presented in Table 7 and show a 
high explanatory power, given that the adjusted-R2 is at least 76%. After 
controlling for all the possible determinants of size clustering, the dummy 
variable for prices ending in digits different from 0 or 5 is positive and 
statistically different from zero at the 1% level, indicating that there are 
higher distinct trade sizes for prices ending in digits different from 0 or 
5 than for prices ending in 0 or 5. This implies that more clustered prices 
have a lower range of distinct sizes, and therefore, more clustered sizes. 
This suggests that price and size clustering take place at the same time.

We find that volatility does not affect the size variable for the less clus-
tered prices in any contract and is only negatively related with the de-
pendent variable in the case of more clustered prices for the 2011 maturity 
at the 5% level, which means that when uncertainty increases, investors 
prefer to trade transactions ending in 0 or 5 at a small range of sizes. 
We also observe a positive and significant relationship between the daily 
number of transactions and the daily number of distinct trade sizes that 
is not counterbalanced for prices ending in digits different from 0 or 5. 
Regarding the relationship between average trade size and size clustering, 
the results indicate that when it is significantly different form zero, it is 
negative. Therefore, the higher the daily average trade size, the lower the 
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range of the different trade sizes. The overall result of these findings sup-
ports both the price negotiation and the behavioral hypotheses.

Finally, it is important to note the results obtained when we observe 
how size clustering behaves under different investor decision scenarios. 
The coefficients of the dummy variables that represent massive opening 
positions (R3H,t) and massive closing positions (R3L,t) are negative at the 
1% level for more clustered prices. Similar results are obtained for sig-
nificant coefficients of the interaction variables. This means that carbon 
traders concentrate the size of their trades on days in which they open 
new positions and on days in which they cancel the old ones, but on 
those days that intraday carbon traders are extremely active (R3M,t) they 
prefer to use a wide range of trade sizes. Therefore, this result backs the 
theory by Hodrick and Moulton (2009) which states that, in a market 
with many heterogeneous uninformed investors, the number of different 
sizes traded increases with their desire for satisfaction.

Conclusions

This study investigates, for the first time, the presence and the key deter-
minants of the size clustering in the ICE ECX EUA futures market taking 
into account intraday transactions data. We have found evidence of a 
tendency for carbon trades to cluster in small sizes and in round num-
bers multiples of five contracts. We have also demonstrated that more 
clustered prices have more clustered sizes, implying that price and size 
resolution in the European Carbon Market are coincident and that car-
bon traders place orders rounding the two variables simultaneously. This 
suggests that market players not only trade more frequently at trans-
action prices ending in digits 0 or 5 but also, when they trade at these 
digits, they place a lower number of different trade sizes than in the 
remaining cases. Furthermore, the analysis of the key determinants of 
trade size clustering indicates that carbon traders cluster their orders to 
simplify their trading process when uncertainty is high, market liquidity 
is poor, and the desire to open new positions or cancel old ones is very 
strong. We interpret all these findings as being supportive of both the 
price negotiation and the behavioral hypotheses.
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Our findings indicate that there was a reduction in the extent of price 
and size clustering over the final years of Phase II for transaction 
prices ending in digits different from 0 or 5. However, the existence 
and persistence of a high degree of size clustering in transaction prices 
ending in digits 0 or 5 hinders the ability of traders to negotiate orders 
with large sizes at low costs. These results should be of great interest 
for carbon market players inasmuch as the concentration of the size 
of trades at certain amounts in the European Carbon Market implies 
that carbon market participants may not be able to trade the desired 
quantity easily. Moreover, our overall findings suggest that carbon 
traders that want to transact large trades should seek out liquidity 
peaks, namely, they should round the price of their orders to digits 
ending in 0 or 5 and, simultaneously, either adjust the size of their 
trades to make them smaller or in multiples of five contracts.
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DO PRICE BARRIERS EXIST IN THE EUROPEAN CARBON 
MARKET?

Introduction

The study of the behavior of past prices and some other indicators like 
trading volume is extensively applied in the technical analysis, which 
is frequently used in the practitioners’ world and in a wide number of 
financial media. Specifically, the financial media tend to use expressions 
such as key reference points, price barriers, supports or resistances in 
order to make reference to specific levels of prices that prevent traders 
from pushing the price of an asset in a certain direction. According to 
Mitchell (2001 p. 402) a psychological barrier can be viewed as an im-
pediment to an individual’s mental outlook, that is, an obstacle created 
by the mind, barring advance or preventing access. As Murphy (1999 
p. 550) points out, in the resistance price or level, the selling interest is 
sufficiently strong to overcome the buying pressure, while in the sup-
port price or level, the buying interest is strong enough to overcome the 
selling pressure.

Several authors have reported on the existence of price barriers in dif-
ferent markets. De Grauwe and Decupere (1992) and Mitchell and Izan 
(2006) find that psychological barriers are significant in the dollar/yen 
market and on various exchange rates involving the Australian dollar. 
Donaldson and Kim (1993) and Koedijk and Stork (1994) examine the 
existence of positional effects in stock indexes and find that prices that 
are multiples of one hundred are approached and transgressed relatively 
infrequently. Cyree, Domian and Luton (1999) also find evidence of psy-
chological barriers in the conditional moments of the major world stock 
indices. Regarding commodity markets, Aggarwal and Lucey (2007) 
document that prices in round numbers act as barriers with important 
effects on the conditional mean and variance of the gold price series. 
Finally, Dowling, Cummins and Lucey (2016) study psychological bar-
riers in oil futures markets and show that those levels only appear to 
influence prices in the pre-credit crisis period of 1990-2006. 
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These types of studies belong to one of the most researched fields now-
adays in finance known as behavioural finance, which proposes psy-
chology and sociology based theories to explain market anomalies. 
Specifically, the financial literature has suggested several possible ex-
planations for the existence of psychological barriers. The first one re-
lates the barriers with the concept of anchoring, which, according to 
Slovic and Lichtenstein (1971), is the phenomenon whereby individuals 
fixate on a recent number that may be held out as being important by 
informed commentators. In this way, Sonnemans (2006) points out that 
when an investor buys an asset, he has a target price in mind at which 
he is willing to sell in the future. The second explanation is related to 
the clustering effect that makes reference to the fact that investors tend 
to round off arbitrary rational numbers to integers to simplify their 
trading process. As Mitchell (2001) indicates, the existence of price clus-
tering does not imply the existence of a barrier. According to Tschoegl 
(1988), all the psychological barriers take place at round numbers but 
not all round numbers can be viewed as psychological barriers. Finally, 
the third explanation of the psychological barriers effect relates the ex-
istence of key prices to the possibility of hedging with options contracts, 
which imply using option exercises prices that are usually round num-
bers (see Dorfleitner and Klein, (2009 p. 269)).

The study about how returns can be affected by the proximity of key 
levels has attracted the attention of many researchers that have analysed 
the stock market. Donaldson and Kim (1993) and Ley and Varian (1994) 
study the impact of key prices on stock index returns and they do not 
find a way to predict futures returns using these key prices. Another 
group of papers has analysed the effects of the vicinity of target levels on 
index volatility. While Dorfleitner and Klein (2009) observe an increase 
in volatility around barriers, Cyree et al. (1999) and Chen and Tai (2011) 
only find significant conditional variance effects once the barrier is 
crossed. Regarding commodities, it is worth mentioning the papers by 
Aggarwal and Lucey (2007), Lucey and Dowling (2012) and Narayan and 
Narayan (2014). The first paper shows that the conditional volatility in the 
gold market changes significantly after crossing barriers in a downward 
direction. The second paper finds evidence for psychological barriers in 
both oil and coal price data that affect both the level and the volatility 
of prices. Finally, the third one finds a negative barrier effect induced by 
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the oil price on firm returns when the oil price reaches US$100 or more 
per barrel.

In this chapter, we study the presence of price barriers in the European 
Carbon Market. The reference to specific price levels or range of prices 
as a resistance or a support is something common among some carbon 
market analysts that consider that certain values hold special signif-
icance for carbon market participants. For instance, during the third 
quarter of 2012, the price of the European Union Allowances (EUAs) at 
€8.00 was held by the specialized carbon media as a sign of strength. 
This was the underlying idea of some quotations that appeared in Reu-
ters Point Carbon such as: “European carbon prices flatlined on Wednes-
day after trading either side of the psychologically important figure of 8 
euros, a resistance level that traders said has been tested for the last four 
consecutive days.” (Reuters Point Carbon, July 11, 2012); or “EU Allow-
ance prices broke through the psychologically-important 8 euro level 
to hit a six-week high on Wednesday, but later retreated as speculators 
took profits, traders said.” (Reuters Point Carbon, August 22, 2012). Even 
though these key prices used to be established at round numbers, they 
also can be found in other levels. Thus a carbon analyst indicated that 
“Traders had previously spoken of €15.00 as a psychological support 
level, although many are now pointing to €14.80 as a technical resist-
ance level.” (Reuters Point Carbon, October 29, 2010). 

This study is in line with several papers that offer empirical evidence as to 
the efficiency of the European Carbon Market. Daskalakis and Markellos 
(2008) examined the efficiency of the main exchanges under the Euro-
pean Union Emission Trading Scheme during the first two years of its 
operation and found that the behavior of the markets under consideration 
was not consistent with weak-form efficiency. Montagnoli and De Vries 
(2010) extended the previous paper and their results indicated that, after 
an inefficient learning period, the carbon market showed signs of re-
stored market efficiency. Similar findings were obtained by Niblock and 
Harrison (2013). However, Crossland, Li and Roca (2013), for a compara-
ble sample period, documented robust short-term momentum and me-
dium-term overreaction strategies that remained achievable after taking 
into account transaction costs, and concluded that the carbon market was 
not informationally efficient. Finally, Palao and Pardo (2012) documented 
a strong presence of price clustering in carbon markets that was taken as 
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a sign of market inefficiency that could influence trading strategies. Our 
chapter extends the aforementioned literature by analysing the existence 
of psychological prices in the European Carbon Market. The presence of 
resistance or support levels in the EUA prices can offer new insights into 
market efficiency and the effects these barriers have on returns and vola-
tility when the market is bullish or bearish.

Specifically, we study the existence of key prices in the European Carbon 
Market and we also analyse how returns, volatility and trading-related 
variables are affected by their presence. As far as we know, this is the first 
study that analyses this topic in the European Futures Carbon Market. 
This market, like energy futures markets, is primarily traded by profes-
sional market participants and, consequently, psychological influences 
on their trading behaviour should play a limited role (see Dowling et al. 
(2016)). Furthermore, the investigation of psychological prices could of-
fer new insights into the efficiency of the European Carbon Market and 
the effects these barriers have on returns and volatility when the market 
is bullish or bearish. The remainder of the paper is organized as follows. 
Section 2 provides a definition of barrier and studies its existence. Section 
3 investigates the effects of crossing target levels on returns, volatility 
and trading-related variables such as volume and open interest. Section 
4 concludes and proposes some profitable trading strategies based on the 
detected effects of key prices on carbon returns and volatility.

The barrier level and the barrier band

Resistance and support levels are identified by traders when systemati-
cally a quotation of an asset cannot exceed a certain price in a bullish 
market or drop below a certain price in a bearish market, respectively. 
In order to detect them, we follow Dorfleitner and Klein (2009) who 
define the M-values as 100 classes of digits (t = 00–99) on which the 
price can land or be passed based on a two-digit representation. In our 
study, we have analysed the level 0, defined as the two numbers that 
represent the decimal part of the price, and the level 1, identified as 
the pair of the unit and the first decimal. In particular, we define the M 
values as:

 59 

J# = K − LMNO;OP(K 100⁄ ) × 100	TUNℎ	K = LMNO;OP(W# 10X5.⁄ )  

where	W# is the EUA futures price at time t and l is the barrier level (0 or 1). For 

instance, if W# = € 5.68, the M-values would be 68 and 56 for the level 0 and 1, 

respectively. These M-values allow us to calculate the relative frequencies of 

different prices at different barrier levels.9 

[Insert here Figure 1] 

Figure 1 presents the empirical distribution of M-values at both levels. Figure 1a 

depicts the distribution of the M-values for the level 0. The peaks of M-values 

multiples of 5 are in accordance with the previous empirical evidence found by 

Palao and Pardo (2012, 2014). They document that the European Carbon 

Futures Market is characterized by a strong presence of price and size clustering 

at prices ending in digits 0 and 5. Figure 1b plots the empirical distribution of the 

M-values at level 1. At first glance it shows that EUA tends to be traded around 

M-values of 50 and 70 (prices from €5 to €7). As in the level 0, the empirical 

distribution presents severe deviations from a uniform distribution.   

If a barrier level does exist, then the empirical distribution of the M-values should 

be biased and the observed frequency distribution of EUA transaction prices 

would differ from the theoretical distribution. Although this fact can be easily 

observed from Figure 1, we have tested formally whether M-values distributions 

are biased. To this aim, we have performed a chi-squared goodness of fit test for 

both full samples of M-values.  

                                                             
9 We have analyzed only the levels 0 and 1. An analysis of higher levels does not make sense due to the lack of EUA 
prices higher than €30.  
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where is the EUA futures price at time t and l is the barrier level (0 or 1). 
For instance, if  = € 5.68, the M-values would be 68 and 56 for the level 
0 and 1, respectively. These M-values allow us to calculate the relative 
frequencies of different prices at different barrier levels9.

Figure 1. Distribution of the M values

Figure 1a. Distribution of the M values at level 0
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Figure 1b. Distribution of the M values at level 1 

Note: Figure 1a shows the empirical distribution of the M-values at level 0, which is the decimal 
part of the price. Figure 1b shows the empirical distribution of the M-values at level 1, which 
considers the pair of the unit and the first decimal of the price.  
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Figure 1b. Distribution of the M values at level 1 

Note: Figure 1a shows the empirical distribution of the M-values at level 0, which is the decimal 
part of the price. Figure 1b shows the empirical distribution of the M-values at level 1, which 
considers the pair of the unit and the first decimal of the price.  
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Note: Figure 1a shows the empirical distribution of the M-values at level 0, which is the decimal 
part of the price. Figure 1b shows the empirical distribution of the M-values at level 1, which 
considers the pair of the unit and the first decimal of the price.

Figure 1 presents the empirical distribution of M-values at both lev-
els. Figure 1a depicts the distribution of the M-values for the level 0. 
The peaks of M-values multiples of 5 are in accordance with the pre-
vious empirical evidence found by Palao and Pardo (2012, 2014). They 
document that the European Carbon Futures Market is characterized by 
a strong presence of price and size clustering at prices ending in digits 0 

9.  We have analyzed only the levels 0 and 1. An analysis of higher levels does not make sense due to the 
lack of EUA prices higher than €30.
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and 5. Figure 1b plots the empirical distribution of the M-values at level 
1. At first glance it shows that EUA tends to be traded around M-values 
of 50 and 70 (prices from €5 to €7). As in the level 0, the empirical dis-
tribution presents severe deviations from a uniform distribution.  

If a barrier level does exist, then the empirical distribution of the M-val-
ues should be biased and the observed frequency distribution of EUA 
transaction prices would differ from the theoretical distribution. Al-
though this fact can be easily observed from Figure 1, we have test-
ed formally whether M-values distributions are biased. To this aim, we 
have performed a chi-squared goodness of fit test for both full samples 
of M-values. 

Given that EUA transaction prices in the sample range between €5.61 
and €29.69 (2,409 possible different prices), the theoretical distribution of 
M-values at both levels should not follow a uniform distribution. For  
this reason, unlike other articles that suppose that each M-value is ex-
pected to occur the same number of times, we have calculated the expected 
(theoretical) frequency as 1,306,765 observations times the fraction of 
each M-value in the population.

The results obtained are 182,451.984 for level 0 and 417,660.656 for 
level 1, respectively. The χ2-statistic with 99 degree of freedom and 
with a probability of 0.1% takes a value of 148.23. Therefore, the em-
pirical distributions of the M-values at both levels differ from their 
theoretical distributions10.

10.  The application of these tests can face different challenges when the size of the sample is small, as 
the Benford’s Law shows. This phenomenon points out that the first digits of a series increase following a 
logarithmic model and, as De Ceuster, Dhaene and Schatteman (1998) suggest, this issue is crucial for small 
samples. We consider that, given the large size of our sample (1,306,765 transactions), this effect will not 
generate a relevant distortion in our analysis.
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Figure 2. Example of barrier bands around a barrier level
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Note: Figure 2 shows a graphical example of the three regions in which we can consider that the 
price can be a psychological barrier. The three ranges are if the price is exactly the barrier (strict), 
and +/-1 and +/-3 M-values around the barrier level. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Note: Figure 2 shows a graphical example of the three regions in which we can consider that 
the price can be a psychological barrier. The three ranges are if the price is exactly the barrier 
(strict), and +/-1 and +/-3 M-values around the barrier level.

Dorfleitner and Klein (2009, p. 272) consider that “the barrier cannot be 
viewed as a specific number and define the barrier as an interval with a 
certain length around the barrier level”. Following this idea, we distin-
guish between the barrier level, given by each M-value, and the barrier 
band, which is an interval of M-values around the barrier level. There-
fore, we have analysed the level 0 and the level 1 taking into account 
intervals of +/-1 and +/-3 M-values around the barrier level, as the pos-
sible barrier bands. Furthermore, we have also taken into account a zero 
range that, in fact, implies taking the level as a strict barrier11. See Figure 
2 for a graphical example of how the barrier bands have been defined:

Taking into account this broader definition of barrier, what is relevant 
is not only the occurrence in the strict prices but also what happens 
around the proximity of a possible psychological price. To study both 
issues, we perform the barrier proximity test proposed by Donaldson 
and Kim (1993):
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Taking into account this broader definition of barrier, what is relevant is not only 

the occurrence in the strict prices but also what happens around the proximity of 

a possible psychological price. To study both issues, we perform the barrier 

proximity test proposed by Donaldson and Kim (1993): 

Y(J#) = " + ?[# + \# 

where Y(J#) is the frequency of the 100 M-values minus 1% and [# is a dummy 

variable that takes the value 1 when the M-value t belongs to a barrier band. If 

the M-values followed a uniform distribution, the theoretical value for each M-

value, from 00 to 99, would be 1% and the parameter ? will be equal to 0. 

Negative values of ? show less density around barriers and positive values just 

the opposite.12 

At this point, it is important to highlight the controversy that exists in the literature 

on price barriers regarding the interpretation of the sign of ? around the price 

level. Authors like Donaldson and Kim (1993), Aggarwal and Lucey (2007) and 

Jang, Kim, Kim, Lee and Shin (2015) suggest that if a barrier exists, we should 

expect to find less density around the price barriers. The rationale is that the 

market finds it difficult to reach these levels during upturns or downturns caused 

by the considerable influx of selling or buying orders at those prices, that is, both 

buyers and sellers become less aggressive fearing a turn in the market trend. 

Therefore, the null hypothesis of no barriers implies that ? should be zero, while 

the alternative hypothesis implies that ? should be negative. However, other 

authors like Dorfleitner and Klein (2009) and Chen and Tai (2011) argue that the 

                                                             
of 2%, 5%, 10% and 25%; finally, Aggarwal and Lucey (2007) examine psychological barriers in gold prices at 10s and 
1s digits fixing ranges of 2% and 5%. 
12 The regressions through the study have been carried out using both ordinary least squares and the Newey and West 
correction that accounts for heteroskedasticity and serial correlation problems. 

11.  The choice of both the barrier and the intervals depends on the range of the prices of the asset to 
be analyzed. For example, Donaldson and Kim (1993) study price barriers in the Dow Jones Industrial 
Average and define barriers at 100-levels of the index and intervals of 2%, 5% and 10% around the level; 
Dorftleitner and Klein (2009) examine four European stock indexes and eight major German stocks and 
define the barriers as the multiples of 1000, 100, 10 and 1 and intervals of 2%, 5%, 10% and 25%; fina-
lly, Aggarwal and Lucey (2007) examine psychological barriers in gold prices at 10s and 1s digits fixing 
ranges of 2% and 5%.

w
w

w
.e

di
to

ria
l.u

ni
ca

n.
es



Fernando Palao

64

where ƒ(Mt) is the frequency of the 100 M-values minus 1% and Dt is 
a dummy variable that takes the value 1 when the M-value t belongs 
to a barrier band. If the M-values followed a uniform distribution, 
the theoretical value for each M-value, from 00 to 99, would be 1% 
and the parameter β will be equal to 0. Negative values of β show less 
density around barriers and positive values just the opposite12.

At this point, it is important to highlight the controversy that exists in 
the literature on price barriers regarding the interpretation of the sign of  
around the price level. Authors like Donaldson and Kim (1993), Aggar-
wal and Lucey (2007) and Jang, Kim, Kim, Lee and Shin (2015) suggest 
that if a barrier exists, we should expect to find less density around the 
price barriers. The rationale is that the market finds it difficult to reach 
these levels during upturns or downturns caused by the considerable 
influx of selling or buying orders at those prices, that is, both buyers 
and sellers become less aggressive fearing a turn in the market trend. 
Therefore, the null hypothesis of no barriers implies that  should be zero, 
while the alternative hypothesis implies that  should be negative. How-
ever, other authors like Dorfleitner and Klein (2009) and Chen and Tai 
(2011) argue that the observation frequencies of M-values next to barri-
ers could be even higher, because it takes some “effort” for the prices to 
cross this barrier. As a consequence, they assume that if  is zero, there is 
no price barrier effect; however, the alternative hypothesis is that  may 
have significant negative or positive values. 

Table 1 presents the results of the estimation of the barrier proximity 
test for levels 0 and 1. In both cases, the Panels show the results for the 
five M-values with the highest observed frequencies13. Panel A of Table 
1 presents the results for the barrier proximity test for 0-level. The β co-
efficients are always positive and significant at the 1% level in the strict 
barriers, which indicates that EUA trades take place more than expected 
at those prices. For example, EUA prices are traded 0.9930% more than 
expected at the M-value 00. This also occurs for the rest of the M-values 

12.  The regressions through the study have been carried out using both ordinary least squares and the 
Newey and West correction that accounts for heteroskedasticity and serial correlation problems.
13.  The rationale for choosing the most common M-values both for levels 0 and 1 is that if barriers 
exist, they should take place on or around the most frequent trading prices, which are the most difficult to 
overcome or at the levels where most limit orders are posted. However, we have estimated the results for the 
complete set of M-values and they are available from the authors upon request.
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that have been chosen (50, 70, 80 and 90). Furthermore, the β's become 
non-significantly different from zero further away from the barrier lev-
el. Therefore, although we detect price barriers at the 0-level, we do not 
observe the existence of barrier bands at such level.

Table 1. Barrier Proximity Test

Panel A. Level 0

  XX.00 XX.50 XX.70 XX.80 XX.90

α

Strict -0.0099 -0.0087 -0.0083 -0.0088 -0.0095

+/-1 -0.0059 -0.0030 -0.0056 -0.0050 -0.0057

+/-3 0.0023 0.0081 -0.0012 0.0011 -0.0005

β

Strict 0.9930*** 0.8729*** 0.8291*** 0.8842*** 0.9454***

+/-1 0.1982 0.0996 0.1855* 0.1670 0.1916

+/-3 -0.0330 -0.1157 0.0172 -0.0157 0.0076

R2

Strict 7.0572 5.4531 4.9201 5.5960 6.3966

+/-1 0.8267 0.2088 0.7237 0.5870 0.7725

+/-3 0.0511 0.6305 0.0139 0.0115 0.0027

Panel B. Level 1

  X3.0X X4.5X X5.0X X7.0X X8.0X

α

Strict -0.0085 -0.0084 -0.0078 -0.0110 -0.0059

+/-1 -0.0206 -0.0215 -0.0216 -0.0293 -0.0203

+/-3 -0.0414 -0.0466 -0.0526 -0.0652 -0.0349

β

Strict 0.6444*** 0.6353*** 0.5734*** 0.8949*** 0.3819***

+/-1 0.6175*** 0.6482*** 0.6523*** 0.9084*** 0.6061***

+/-3 0.5621*** 0.6368*** 0.7224*** 0.9018*** 0.4695***

R2

Strict 1.4466 1.4059 1.1455 2.7900 0.5081

+/-1 3.9042 4.3030 4.3565 8.4504 3.7612

+/-3 7.2392 9.2911 11.9538 18.6320 5.0508

Note: Panel A (B) shows the results expressed in percentages for the Barrier Proximity Test for 
Level 0 (1) at strict prices and for two different barrier bands. ***, ** and * indicate significance 
at 1%, 5% and 10%, respectively. R2 adjusted is expressed in percentage.
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Panel B of Table 1 presents the results for level 1. In this case, we have 
chosen to analyse the five multiples of the five most repeated M-val-
ues. The  coefficients are again positive and significant at the 1% level 
in the strict barriers. However, unlike what happens at level 0, if we 
choose wider ranges, the coefficients are in general positive and signifi-
cant at the 1% level. For example, EUA prices are traded 0.8949% more 
than expected at the M-value 70 (= €7) but they are also traded with a 
frequency more than expected at intervals of +/-1 and +/-3 M-values 
around the barrier level of €7.

These findings indicate that price barriers are observed in EUA prices 
with a second decimal ending in 0 and for round EUA prices such as €7, 
€8, €13, €14.5, and €15, among others. In these last prices, the existence 
of a barrier band in the proximity of the target level has also been de-
tected. 

As we have mentioned, one of the possible explanations for the exist-
ence of psychological barriers relates the key prices to the option exer-
cise prices, which are usually round numbers. For this reason, we have 
calculated the percentage of the number of options traded for each strike 
price with delivery in December 2012. Despite the fact that minimum 
strike price increments can be €0.01, all the options are traded with 
rounded exercise prices. In Figure 3, we observe peaks in exercise prices 
such as €12, €14, €15, €18, €20 and €27. Note that this range of prices 
overlaps with the potential barriers obtained from the analysis in Table 
1, and consequently, option exercise prices could help to explain why 
EUA psychological barriers exist14.

14.  All the information about the characteristics of the EUA futures options contract are listed in
https://www.theice.com/products/196/EUA-Futures-Options. (last accessed on April 27, 2015).
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Figure 3. Distribution of the futures options

Figure 3a. Distribution of the futures options by trades
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Figure 3a. Distribution of the futures options by trades 

 

Figure 3b. Distribution of the futures options by volume 

 

Note: Figure 3a shows the empirical distribution of the futures options by number of trades at 
each strike price. Figure 3b shows the empirical distribution of the futures options by the total 
volume traded at each strike price.  
 

  

0

5

10

15

20

25

30

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40

Pe
rc
en

ta
ge

Strike

0

5

10

15

20

25

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40

Pe
rc
en

ta
ge

Strike

Figure 3b. Distribution of the futures options by volume
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Figure 3a. Distribution of the futures options by trades 

 

Figure 3b. Distribution of the futures options by volume 

 

Note: Figure 3a shows the empirical distribution of the futures options by number of trades at 
each strike price. Figure 3b shows the empirical distribution of the futures options by the total 
volume traded at each strike price.  
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Note: Figure 2 shows a graphical example of the three regions in which we can consider that 
the price can be a psychological barrier. The three ranges are if the price is exactly the barrier 
(strict), and +/-1 and +/-3 M-values around the barrier level.

Effects of target levels 

Returns and volatility tests

In this section we study if EUA returns and volatility are affected by the 
proximity of key levels. Firstly, we analyse if there is statistically dif-
ferent behaviour in terms of returns and volatility on those days when 
a potential barrier has been touched at any time during the trading ses-
sion. We compute the returns as the natural logarithm of the quotient 
among the settlement prices of the EUA front contract:
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of returns and volatility on those days when a potential barrier has been touched 

at any time during the trading session. We compute the returns as the natural 

logarithm of the quotient among the settlement prices of the EUA front contract: 

P# = log	(Pc) − log	(W#51) 

and the intraday volatility has been calculated following the measure proposed 

by Parkinson (1980): 

!N = 6
1

49:;2
(9:;=N − 9:;>N)2 

where =# is the highest and ># are the lowest traded prices on day t. 

Specifically, we perform the Wilcoxon’s rank test to compare the median of the 

returns and volatility on those days on which a barrier or barrier band has been 

crossed with the medians of those days on which a barrier has not been crossed. 

In our case, we assume as the alternative hypothesis that the return and intraday 

volatility of these days on which a barrier has been reached is greater than on 

those days on which it has not. Table 2 shows the Wilcoxon’s rank test between 

the medians of the returns. Both Panels A and B offer similar results. We cannot 

reject the null hypothesis of equality in medians in both panels. Therefore, there 

is no evidence of an effect of crossing barriers or barrier bands on returns either 

at level 0 or at level 1.  
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Table 3 shows the results for the one-sided Wilcoxon’s rank test. Now, we are 

comparing the median of the intraday volatility on days where a barrier or a barrier 

band have been touched with those which not. We reject the null in favour of a 
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rier has not been crossed. In our case, we assume as the alternative hy-
pothesis that the return and intraday volatility of these days on which 
a barrier has been reached is greater than on those days on which it 
has not. Table 2 shows the Wilcoxon’s rank test between the medians  
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Table 3 shows the results for the one-sided Wilcoxon’s rank test. Now, we 
are comparing the median of the intraday volatility on days where a bar-
rier or a barrier band have been touched with those which not. We reject 
the null in favour of a higher intraday volatility on days on which barriers 
or barrier bands have been touched in 24/30 (= 80%) of the cases. The 
results of the two-sided Wilcoxon’s rank test for intraday volatilities, not 
reported in the paper, show the rejection of the null hypothesis of equality 
of the medians in 29/30 (= 96.66%) of the cases. Therefore, daily returns 
are not affected when transaction prices are in the vicinity of key prices 
but intraday volatility is abnormally high or low on these days.

Table 3. Wilcoxon’s rank test between medians of intraday volatility

Panel A. Level 0

XX.00 XX.50 XX.70 XX.80 XX.90

Strict
Mb/Mnb 0.0168/0.0109 0.0146/0.0111 0.0166/0.0112 0.0170/0.0110 0.0167/0.0107

Value 13.5076*** 9.1853*** 11.4879*** 12.5605*** 13.2362***

+/-1
Mb/Mnb 0.0166/0.0108 0.0163/0.0111 0.0165/0.0111 0.0167/0.0110 0.0167/0.0106

Value 13.5202*** 11.1988*** 11.4845*** 12.3878*** 13.8184***

+/-3
Mb/Mnb 0.1165/0.0464 0.1165/0.0450 0.0163/0.0109 0.0163/0.0107 0.0165/0.0105

Value 13.742*** 10.3826*** 11.7115*** 12.4374*** 13.7035***

Panel B. Level 1	

X3.0X X4.5X X5.0X X7.0X X8.0X

Strict
Mb/Mnb 0.0151/0.0131 0.0115/0.0135 0.0113/0.0134 0.0179/0.0129 0.0217/0.0128

Value 2.2838** 2.5448 2.9226 3.9048*** 7.2407***

+/-1
Mb/Mnb 0.0138/0.0132 0.0110/0.0137 0.0106/0.0136 0.0165/0.0129 0.0187/0.0127

Value 1.4599* 4.6123 4.721 3.8744*** 7.5086***

+/-3
Mb/Mnb 0.0140/0.0131 0.0108/0.0138 0.0101/0.0139 0.0161/0.0128 0.0180/0.0125

Value 2.246** 6.5761 7.2413 3.7664*** 8.0100***

Note: The table shows the Wilcoxon’s rank test statistic between the median of the intraday 
volatility on days where a barrier or barrier band have been touched and those where it has not. 
The null hypothesis tests the equality in the intraday volatility against the alternative hypothesis 
that tests if the median on days on which a barrier has been reached is greater than the median 
on those days on which it has not. Panel A (B) shows the results for the psychological barriers 
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considered in level 0 (1). The test has been performed for the strict barrier and +/-1 and +/-3 
M-values above and below the strict barrier indicates the median of intraday volatility of days 
when a barrier has been touched and the median of intraday volatility of days when a barrier 
has not been touched, respectively, and Value is the Wilcoxon’s rank test statistic. ***, ** and * 
indicate significance at 1%, 5% and 10%, respectively.

Effects on returns and volatility conditioned to market trends

Cyree et al. (1999) show that the behaviour of returns and volatility 
could be different in the proximity of target levels depending on the 
market trends before and after the barrier level or the barrier band has 
been touched. Therefore, following them, we adapt a dummy analysis to 
assess the influence of EUA barriers in four different scenarios. Specifi-
cally, we split the market trend in a bullish or a bearish market, and we 
analyse the impact on returns and volatility before and after the bar-
rier is touched. Following the suggestions from the carbon traders, we 
consider that the carbon market has an upward (downward) movement 
if the accumulated return of the 3 days prior to the day the barrier is 
touched is positive (negative). 

The rationale is to separate indicator variables for the pre-crossing and 
post-crossing sub-periods, and upward or downward moves. Specifi-
cally, UB (Upward Before) is a dummy that takes value 1 for the three 
days prior to an upward movement through a barrier and 0 otherwise; 
UA (Upward After) is a dummy that takes value 1 for the three follow-
ing days after the price crosses a barrier in an upward movement, and 
0 otherwise; DB (Downward Before) is a dummy that takes value 1 for 
the three previous days before a downward movement through a barrier 
and 0 otherwise; and DA (Downward After) is a dummy that takes value 
1 for the three days following the price passing a barrier in a downward 
movement, and 0 otherwise.

Firstly, the analysis is focused only on those days on which a key level 
has been touched. Then, we compare the 3-day return for the sub-peri-
ods before and after, in order to check the behaviour of the conditional 
mean when EUA prices are in the proximity of potential barriers. For 
example, if we observe negative or zero returns after a significant up-
ward movement, the key level could be considered as a resistance level.
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Secondly, we have also analysed the impact on the daily volatility. Ac-
cording to the methodology employed by Cyree et al. (1999), we have 
run a joint analysis of returns and volatilities at the same time15. For this 
purpose, we will estimate an ARMA-GARCH model. We have chosen to 
employ an EGARCH (1,1). This parameterization has also been used by 
another authors, like Medina and Pardo (2013) and Chen, Wang and Wu 
(2013), who chose this model as the most appropriate in the EUA case. 

More precisely, the EGARCH(1,1) model employed to estimate the effect 
of key levels on return and volatility is composed of two equations. The 
first one is the return estimation, where the EUA return, calculated as in 
the previous section, is regressed on the four dummy variables UB, DB, 
UA, DA described above, and the error term follows a normal distribu-
tion with zero mean and variance Vt:
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e# = " + ?fghi# + ?jg[i# + ?fkhl# + ?jk[l# + \#  

The variance, d#, follows a process described below that also includes the four 

dummy variables in order to analyse if psychological barriers affect EUA volatility: 

 

 

where mn|\#51| − p2/rs + t1\#51 is the conditional variance. 

Table 4 shows the effects of psychological barriers when we estimate returns and 

volatility together. As we can see in Panel A of Table 4 for the level 0, all the 3-

day returns for the sub-period before the touch of the barrier are significantly 

different from zero, being positive the upward movements (UB) and negative the 

downward ones (DB). The 3-day returns for the sub-period after are not 

significantly different from zero in 27 out of 30 cases analysed. Only three 

(Upward After) scenarios are significantly negative at the 1% level. Therefore, the 

prices after touching a barrier remain around it or rebound in the opposite 

direction. Regarding volatility, the results presented in Panel A show that volatility 

is greater before touching the barrier and lower after touching it for all the cases 

at the 1% of significance level.16 The strong evidence of changes in the 

conditional variances of returns observed in the vicinity of EUA price barriers, 

especially in downward movements, is in line with the findings obtained by 

Aggarwal and Lucey (2007) for the gold market and can be explained by the 

                                                             
16 Following Aggarwal and Lucey (2007) and Cyree et al. (1999), we have applied a chi-squared test to the coefficients of 
the variance equation in order to test if there is no difference in the conditional variances before and after an upward or 
downward touching. We reject the null in both cases confirming a decrease in the levels of conditional volatility in both 
scenarios in all the prices. For the sake of space, these results are not presented in the paper but are available upon 
request. 

9Md#
. = u + mn|\#51| − p2/rs + t1\#51 + t.9Md#51

. + tfghi#

+ tjg[i# + tfkhl# + tjk[l# + v#  

The variance, Vt, follows a process described below that also includes the 
four dummy variables in order to analyse if psychological barriers affect 
EUA volatility:
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 is the conditional variance.

Table 4 shows the effects of psychological barriers when we estimate re-
turns and volatility together. As we can see in Panel A of Table 4 for the 
level 0, all the 3-day returns for the sub-period before the touch of the 
barrier are significantly different from zero, being positive the upward 
movements (UB) and negative the downward ones (DB). The 3-day re-
turns for the sub-period after are not significantly different from zero in 
27 out of 30 cases analysed. Only three (Upward After) scenarios are sig-
nificantly negative at the 1% level. Therefore, the prices after touching a 
barrier remain around it or rebound in the opposite direction. Regarding 

15.  As Cyree et al. [1999] points out, the distributional shifts implied by psychological barriers invalidate 
the basic assumption of OLS.
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volatility, the results presented in Panel A show that volatility is greater 
before touching the barrier and lower after touching it for all the cases 
at the 1% of significance level16. The strong evidence of changes in the 
conditional variances of returns observed in the vicinity of EUA price 
barriers, especially in downward movements, is in line with the findings 
obtained by Aggarwal and Lucey (2007) for the gold market and can be 
explained by the greater uncertainty about the evolution of the quota-
tion before the prices touch a barrier.

Table 4. Returns and variance behaviour on days with psychological prices

Panel A. Level 0

    XX.00 XX.50 XX.70 XX.80 XX.90

βUB

Strict 0.0106*** 0.0132*** 0.0117*** 0.0104*** 0.0120***

+/-1 0.0102*** 0.0128*** 0.0117*** 0.0114*** 0.0125***

+/-3 0.0112*** 0.0122*** 0.0117*** 0.0118*** 0.0123***

βDB

Strict -0.0121*** -0.0110*** -0.0122*** -0.0129*** -0.0128***

+/-1 -0.0123*** -0.0112*** -0.0121*** -0.0130*** -0.0127***

+/-3 -0.0115*** -0.0116*** -0.0118*** -0.0130*** -0.0122***

βUA

Strict -0.0002 -0.0016 -0.0017 -0.0019* -0.0002

+/-1 -0.0004 -0.0015 -0.0015 -0.0021* -0.0006

+/-3 0.0000 -0.0023** -0.0017 -0.0016 0.0001

βDA

Strict -0.0010 -0.0011 0.0001 -0.0002 -0.0008

+/-1 -0.0009 -0.0003 0.0002 -0.0001 -0.0011

+/-3 -0.0012 -0.0013 0.0004 -0.0002 -0.0011

ϕUB

Strict 0.1546*** 0.0642*** 0.0827*** 0.1124*** 0.1370***

+/-1 0.1376*** 0.0810*** 0.0723*** 0.0946*** 0.1323***

+/-3 0.1362*** 0.0841*** 0.0724*** 0.0889*** 0.1279***

16.  Following Aggarwal and Lucey (2007) and Cyree et al. (1999), we have applied a chi-squared test to 
the coefficients of the variance equation in order to test if there is no difference in the conditional variances 
before and after an upward or downward touching. We reject the null in both cases confirming a decrease 
in the levels of conditional volatility in both scenarios in all the prices. For the sake of space, these results 
are not presented in the paper but are available upon request.
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    XX.00 XX.50 XX.70 XX.80 XX.90

ϕDB

Strict 0.2898*** 0.2405*** 0.2112*** 0.2677*** 0.2642***

+/-1 0.2718*** 0.2557*** 0.1955*** 0.2498*** 0.2568***

+/-3 0.2826*** 0.2471*** 0.1995*** 0.2348*** 0.2621***

ϕUA

Strict -0.1760*** -0.1040*** -0.1087*** -0.1248*** -0.1585***

+/-1 -0.1559*** -0.1227*** -0.0918*** -0.1137*** -0.1550***

+/-3 -0.1556*** -0.1268*** -0.0906*** -0.1090*** -0.1527***

ϕDA

Strict -0.2440*** -0.2003*** -0.1537*** -0.2237*** -0.2204***

+/-1 -0.2098*** -0.2118*** -0.1276*** -0.2035*** -0.2124***

+/-3 -0.2408*** -0.1984*** -0.1202*** -0.1927*** -0.2265***

R2 adjusted

Strict 17.7286 18.2035 19.2460 18.5994 19.7592

+/-1 17.6368 18.1999 19.5418 19.4636 20.2197

+/-3 18.3416 19.0902 19.7489 20.3937 21.0073

Panel B. Level 1

    X3.0X X4.5X X5.0X X7.0X X8.0X

βUB

Strict 0.0116*** 0.0111*** 0.0093*** 0.0096*** 0.0153***

+/-1 0.0106*** 0.0120*** 0.0106*** 0.0116*** 0.0156***

+/-3 0.0125*** 0.0129*** 0.0126*** 0.0129*** 0.0167***

βDB

Strict -0.0127*** -0.0062*** -0.0048*** -0.0089*** -0.0185***

+/-1 -0.0154*** -0.0084*** -0.006*** -0.0114*** -0.0186***

+/-3 -0.0159*** -0.0097*** -0.0079*** -0.0110*** -0.0134***

βAB

Strict -0.0003 -0.0042** -0.0032** -0.0005 -0.0023

+/-1 0.0036** -0.0026* -0.0016 0.0001 -0.0024

+/-3 0.0040** -0.0022 -0.0018 -0.0007 -0.0043

βDB

Strict 0.0000 -0.0021 -0.0025 -0.0004 0.0018

+/-1 0.0019 -0.0012 -0.003** 0.0001 0.0037

+/-3 0.0008 -0.0019 -0.0036* 0.0001 -0.0040

ϕUB

Strict -0.1847*** -0.1738*** -0.1388*** -0.0240 0.0782

+/-1 -0.2057*** -0.1599*** -0.1579*** -0.0835* 0.0401

+/-3 -0.2160*** -0.1733*** -0.2146*** -0.0369 0.0436
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    X3.0X X4.5X X5.0X X7.0X X8.0X

ϕDB

Strict 0.0938** 0.0926* 0.0713 0.1958*** -0.1392*

+/-1 0.0514 0.0200 -0.0245 0.1119** -0.1158

+/-3 0.0465 0.0481 0.0385 0.0354 0.0338

ϕUA

Strict 0.0810 0.1228*** 0.0210 -0.0917* -0.0457

+/-1 0.0762 0.1069*** 0.0183 -0.0371 0.0160

+/-3 0.1289** 0.1061*** 0.0879** 0.0204 -0.0666

ϕDA

Strict -0.0286 -0.1209** -0.0603 -0.0709 0.2777***

+/-1 0.0310 -0.0391 0.0512 -0.0053 0.2078***

+/-3 0.0033 -0.0582 -0.0015 -0.0210 0.1276**

R2 adjusted

Strict 2.7595 2.5408 1.6195 2.9609 4.1711

+/-1 3.5425 3.1922 2.5991 3.8686 4.7150

+/-3 5.2138 3.7977 3.9544 5.1054 5.5462

Note: The table shows the impact on returns and variance before and after a psycho-
logical price when prices are in a bullish or bearish market. UB is a dummy variable 
which takes value 1 during the 3 days before a psychological price is touched if the 
market is bullish and 0 otherwise, DB will take value 1 during the 3 days before reach-
ing the psychological price if the market is bearish and 0 otherwise, UA will take value 
1 during the 3 days after reaching a psychological price if the market before the price 
touches the barrier has been bullish and 0 otherwise, and DA will be equal to 1 during 
the 3 days if the market before the price touches the barrier has been bearish. In Panel 
A are shown the results for Level 0 and in Panel B we can find the results for Level 
1. ***, ** and * indicate significance at 1%, 5% and 10%, respectively. R2 adjusted is 
expressed in percentage.

Panel B of Table 4 presents the results for the joint estimation of returns 
and daily volatility for the level 1. We observe, as in the previous case, 
that all the 3-day returns for the sub-periods before the touch of the 
barrier are significantly different from zero at the 1% level. However, 
after touching the barrier the findings are not conclusive. In some bull-
ish scenarios the prices continue increasing after breaking the barrier 
(X3.0X) while in others the prices remain around the barrier (X8.0X) or 
go in the opposite direction (X4.5X). This miscellany of results is also 
observed for the conditional volatility.
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Effects on trading-related variables conditioned to market trends 

The last contribution regarding the study of the effects of barriers is 
based on an analysis of how daily volume and open interest are affected 
by the proximity of key levels. The daily trading volume accounts for 
the amount of trading activity that has taken place in a specific contract 
on a trading date. On the contrary, the daily open interest indicates the 
number of outstanding contracts at the end of a trading day. Following 
Lucia and Pardo (2010), there is a convention in financial literature that 
the daily trading volume primarily proxies movements in speculative 
activity, whereas the daily open interest variable captures hedging ac-
tivities in derivatives markets, since open interest excludes by definition 
intraday traders. 

To look into the effects of price barriers on speculative and hedging 
activities, we have regressed the four dummy variables UB, DB, AB and 
AD against the logarithm of the volume, obtaining the following ex-
pression:

 69 

log	(d:9wxO#) = " + ?fghi# + ?jg[i# + ?fkhl# + ?jk[l# + \#  

where d:9wxO# is the total trading volume at day t. 

Results are shown in Table 5. Panel A shows the effects of key prices in volume 

for level 0. We observe that when the market is in an upward movement, the 

volume decreases in all the cases. In a bearish scenario, only prices XX.50 and 

XX.70 show a decrease in the volume before reaching the barrier. Panel B 

presents the results for the effects of psychological prices in volume for level 1. 

In this case, we do not find any common pattern in any scenario. The effect of 

observing low trading volumes when the price is near a barrier in a bullish market 

could be explained by the argument that speculators do not believe that the trend 

will last much longer. As a consequence, they decide to wait and postpone their 

trading activity.17 

[Insert here Table 5] 

Finally, we have performed a similar analysis taking into account the daily open 

interest. We have not observed any significant change in the levels of the open 

interest before or after crossing the key prices, neither in upward nor in downward 

movements. Therefore, we hypothesize that hedgers are not affected by the 

presence of barriers in EUA prices.18 

                                                             
17 In order to test if the global financial crisis affected return and/or volume dynamics, we have repeated the estimations 
of equations (5), (6) and (7) only for the period that goes from 3 March 2008 to 31 March 2009. Given that the results are 
qualitatively similar to those presented in the paper for the whole sample, we have decided not to include them but they 
are available upon request. 

18 These results are not included for the sake of brevity, but they are available upon request. 

where  is the total trading volume at day t.

Results are shown in Table 5. Panel A shows the effects of key prices in 
volume for level 0. We observe that when the market is in an upward 
movement, the volume decreases in all the cases. In a bearish scenario, 
only prices XX.50 and XX.70 show a decrease in the volume before 
reaching the barrier. Panel B presents the results for the effects of psy-
chological prices in volume for level 1. In this case, we do not find any 
common pattern in any scenario. The effect of observing low trading 
volumes when the price is near a barrier in a bullish market could be 
explained by the argument that speculators do not believe that the trend 
will last much longer. As a consequence, they decide to wait and post-
pone their trading activity17.

17.  In order to test if the global financial crisis affected return and/or volume dynamics, we have repeated 
the estimations of equations (5), (6) and (7) only for the period that goes from 3 March 2008 to 31 March 
2009. Given that the results are qualitatively similar to those presented in the paper for the whole sample, 
we have decided not to include them but they are available upon request.
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Table 5. Volume behaviour on days with psychological prices

Panel A. Level 0

    XX.00 XX.50 XX.70 XX.80 XX.90

βUB

Strict -0.1423** -0.2570*** -0.2168*** -0.1505** -0.1356**

+/-1 -0.1365** -0.2571*** -0.2164*** -0.1779*** -0.1204*

+/-3 -0.1210* -0.2711*** -0.2173* -0.1421** -0.1175*

βDB

Strict -0.1024 -0.1954*** -0.1657*** -0.0663 -0.0780

+/-1 -0.0903 -0.2325*** -0.1947*** -0.0585 -0.0731

+/-3 -0.0898 -0.2307*** -0.1920*** -0.0681 -0.0887

βUA

Strict -0.1370* -0.2277*** -0.2263*** -0.1651** -0.1564**

+/-1 -0.1421* -0.2071*** -0.2241*** -0.1817** -0.1429**

+/-3 -0.1361* -0.2091*** -0.2158*** -0.1444** -0.1254*

βDA

Strict -0.0065 -0.0657 -0.0226 0.0155 -0.0002

+/-1 0.0085 -0.0701 -0.0283 0.0326 0.0076

+/-3 0.0061 -0.0792 -0.0404 0.0431 0.0248

R2 adjusted

Strict 1.7459 6.5807 4.5411 2.0045 1.7819

+/-1 1.6863 6.7542 4.9037 2.7935 1.3955

+/-3 1.4451 6.6482 4.8524 1.8057 1.2436

Panel B. Level 1

    X3.0X X4.5X X5.0X X7.0X X8.0X

βUB

Strict -0.1021 -0.238** -0.2141* 0.1388 0.2665*

+/-1 -0.1045 -0.1365 -0.2284** 0.1606 0.2107

+/-3 -0.1470 -0.1796* -0.1928* 0.0628 0.2400*

βDB

Strict -0.1009 -0.2398** -0.0261 0.1589 0.0736

+/-1 -0.0863 -0.2634*** -0.0513 0.1908 0.0892

+/-3 -0.0916 -0.1793** -0.1921 0.1838 -0.0135

βUA

Strict -0.0961 -0.1548 -0.2100 0.1289 0.0998

+/-1 -0.0163 -0.0464 -0.1565 0.0963 0.1114

+/-3 -0.0598 -0.1107 -0.1316 0.1214 0.1728
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    X3.0X X4.5X X5.0X X7.0X X8.0X

βDA

Strict 0.0116 -0.0686 -0.0155 0.2817*** 0.1011

+/-1 0.0224 -0.1173 0.0344 0.2210** 0.1959

+/-3 0.0638 -0.0530 0.0606 0.2165** 0.2104

R2 adjusted

Strict 0.3277 3.5593 1.6724 3.0186 1.5128

+/-1 0.1107 3.5256 1.8194 3.6445 2.4741

+/-3 0.5923 3.7453 3.3256 3.9908 3.3041

Note: The table shows the impact on volume before and after a psychological price when 
prices are in a bullish or bearish market. UB is a dummy variable which takes value 1 
during the 3 days before a psychological price is touched if the market is bullish and 0 
otherwise, DB will take value 1 during the 3 days before reaching the psychological price 
if the market is bearish and 0 otherwise, UA will take value 1 during the 3 days after 
reaching a psychological price if the market before the price touches the barrier has been 
bullish and 0 otherwise, and DA will be equal to 1 during the 3 days if the market before 
the price touches the barrier has been bearish. In Panel A are shown the results for Level 
0 and in Panel B we can find the results for Level 1. ***, ** and * indicate significance at 
1%, 5% and 10%, respectively. R2 adjusted is expressed in percentage.

Finally, we have performed a similar analysis taking into account the 
daily open interest. We have not observed any significant change in 
the levels of the open interest before or after crossing the key prices, 
neither in upward nor in downward movements. Therefore, we hypoth-
esize that hedgers are not affected by the presence of barriers in EUA 
prices18.

Conclusions

This study investigates the existence of psychological prices in the ICE 
ECX futures market taking into account intraday transaction data. Pre-
liminary tests show the presence of key levels and barrier bands in EUA 
futures prices with a second decimal ending in 0 and for round EUA prices 
such as 7, 8, 13, 14.5, and 15, among others. Both price clustering and 
rounded exercise prices in EUA options give support to the existence of 
these key prices. 

18.  These results are not included for the sake of brevity, but they are available upon request.
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We have observed that once the price has touched a key level, EUA pric-
es remain around it or rebound in the opposite direction. Our analysis 
also shows that intraday volatility is greater before a barrier has been 
reached and decreases after touching it. Regarding trading volume, we 
observe that it decreases in upward movements around barriers. There-
fore, EUA return and volume dynamics are affected by the existence of 
price barriers at round prices ending in zero.

In summary, the proximity to a barrier contains information about the 
magnitude of the deviation of return and volatility from their expected 
values. Both results are difficult to reconcile with the weak-form of the 
efficient market theory. The use of this information can help carbon 
traders to make better decisions in the way they manage their trading 
activity. For example, if we are in a bullish scenario and traders know 
that EUA returns increase when the quotations are near the barrier, they 
could increase their trading activity by buying EUAs before the barrier 
is reached and selling them once the barrier has been touched. Further-
more, if an EUA option trader knows that the volatility is higher before 
the EUA price reaches the key level and lower after it, she could develop 
a strategy based on selling EUA options before the price touches the key 
level and buying them after it.

All in all, we have shown that in a market as complex as the carbon 
market, in which the predominant role is that of professional traders, 
there exist certain price levels that modify the behaviour of the market 
participants. Our results are in line with those obtained by Menkhoff 
(2010) who shows that equity and bonds fund managers, who are viewed 
as highly qualified market participants, tend to use technical analysis, 
especially in the short term.
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DO CARBON TRADERS BEHAVE AS A HERD?

Introduction

In a general sense, herding can be defined as the act of placing together 
individual animals into a group with the intention of guiding them from 
place to place. Although herding is commonly used to describe animal 
behavior, we can also find herding behavior in humans that affects the 
decision-making process in fields like finance. Herding in finance is 
interpreted as the tendency of investors to mimic the actions of other 
investors. Specifically, Avery and Zemsky (1998) define herding in fi-
nancial markets as a switch in the opinion of traders to the direction of 
the crowd. According to Spyrou (2013), market participants may infer 
information from the actions of previous participants and investors may 
react to the arrival of fundamental information. Therefore, someone in 
the market who knew about the existence of the herding effect and 
started to see early signs of a herding process occurring might place 
orders to take advantage of the effect and to better place his orders on 
the expectation that the trend was going to continue, with the aim of 
closing his positions before the current run ended.

In the literature on herding, we find two views of the phenomenon: 
irrational or rational. The first one, also known as intentional herding, 
is mainly focused on psychology where people follow one another with 
the intention of copying the same decisions. This type of behavior can 
destabilize the market due to massive buys or sells increasing volatility 
and contributing to bubbles or financial crashes. The second view of 
herding is the rational or spurious herding that happens when investors 
react at the same time to certain market conditions or to the arrival of 
information. Devenow and Welch (1996) identify three causes for the 
existence of rational herding: The first one makes reference to payoff 
externalities, in the sense that investors decide to imitate decisions tak-
en by other agents in order to ensure their remuneration. The second 
one points to principal-agent problems where agents decide to follow 
or lead the herd due to reputational conditions. Finally, the third reason 
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for the existence of rational herding is based on the existence of infor-
mation cascades. The idea is that agents obtain useful information by 
observing the decisions of previous agents, to the point that they decide 
to refuse to use their own information on the belief that there are some 
other investors that are better informed, and they decide to act similar-
ly. This last explanation is the most popular among researchers. In fact, 
Bikhchandani, Hirshleifer, and Welch (1992) and Welch (1992) show 
that following the decisions of other investors can be optimal because 
these previous agents have better information and, as a consequence, 
followers reject their private information.

Galariotis, Rong and Spyrou (2015) make an empirical literature review 
about the studies related to the herding effect and classify the studies 
into two categories that deal with the empirical tools employed to ex-
amine herd behavior in financial markets. The first group is composed of 
those methodologies that aim to detect institutional investor and analyst 
herding using micro-data, while the second group of methodologies in-
vestigates herding towards the market average and relies on aggregate 
market data. Kodres and Pritsker (1996), unlike the two categories of 
empirical works that are based on equity markets, examine whether 
large institutions herd in financial futures markets. They detect statisti-
cally significant herding among some classes of institutions in several 
futures contracts using daily position data. Specifically, their data con-
sist of positions reported by the Commodity Futures Trading Commis-
sion as part of the large trader reporting system in which those market 
participants with a closing position at the end of the trading session 
above the threshold established for each futures contract must report 
their position. 

Although we are not aware of any studies about herding in the Europe-
an Carbon Market, there are several papers that have studied other be-
havioural aspects of this market. Palao and Pardo (2012, 2014) observed 
that carbon traders tend to concentrate their orders in transaction prices 
ending in 0 and 5 and in sizes of 1 to 5 contracts and in multiples of 
5. Furthermore, they demonstrate that more clustered prices have more 
clustered sizes. Crossland, Li and Roca (2013) study momentum invest-
ment strategies in the European Carbon Market. These strategies are 
based on buying those assets that in the past have been winners and 
selling those that in the past have been losers. They detect short-term 
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momentum and medium-term overreaction strategies that remain 
achievable after taking into account transaction costs. Chau, Kuo and 
Shi (2015) analyze whether carbon traders buy (sell) after a price rise 
and sell (buy) after a price fall. They do not find any significant feed-
back trading in emissions markets and their explanation is that the 
vast majority of investors in the carbon market are institutions that 
are less susceptible to behaviorally biased trading than retail investors. 
Finally, Palao and Pardo (2018) detect the existence of psychological 
prices that act as resistance or support levels in the EUA price and show 
that intraday volatility is greater before a barrier has been reached and 
decreases after touching it.

This chapter follows the line of research of Kodres and Pritsker (1996) 
and adds new evidence to the scarce literature on herding in futures 
markets. Specifically, we study the existence of herding behavior in the 
European Futures Carbon Market by using an intraday trade database 
that allows us to study herding trends at high frequencies while distin-
guishing, at the same time, if the trade that provokes the run is buyer or 
seller initiated. 

The European Futures Carbon Market is characterized by being highly 
dominated by professional market participants with presumably ex-
tensive financial training and, as a consequence, it is supposed that 
psychological influences on their trading strategies should play a lim-
ited role. In fact, Patterson and Sharma (2005, 2007) argue that the 
reason why many previous studies in the literature on herding do not 
find any effect is due to the analyses only focusing on the behavior of 
professional traders or institutional investors. Furthermore, given that 
this market is blind, the trading positions are not made available to 
other market participants, and this fact should make the likelihood of 
finding herding behavior even more difficult. 

The remainder of this chapter is organized as follows. Section 2 applies the 
theory of runs to test the existence of the herding effect. Section 3 meas-
ures the herding effect and detects some herding patterns. Section 4, 
based on previous empirical papers on herding, investigates possible mar-
ket drivers that can affect herding formation and, additionally, analyzes if 
herding destabilizes the carbon market. Finally, section 5 summarizes and 
concludes.
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Runs test

One intuitive way of analyzing the presence of herding behavior in the 
ICE futures market is to study the evolution of the sign of the EUA price 
changes. Whether herding is intentional or unintentional, we should be 
able to observe a succession of trades that form an upward or downward 
trend in price changes. Following Gibbons and Chakraborti (2003, p. 76), 
a run is defined as a succession of one or more types of symbols which 
are followed or preceded by a different symbol or no symbol at all. For 
instance, an up (down) run is created when the price of the EUA futures 
contract increases (decreases) consecutively until the price changes in the 
opposite direction. At this point, it is important to highlight that Palao and 
Pardo (2018) show the existence of psychological barriers in the EUA pric-
es. They observe that once the price has touched a key level, EUA prices 
remain around it or rebound in the opposite direction. For this reason, we 
have also studied runs that allow not only ups or downs in prices but also 
their repetition. Therefore, we have followed two dichotomization criteria. 
A first one that separates the observations of the original sample be-
tween sequences of positive price changes (Up) and negative price chang-
es (Down), and a second criterion that distinguishes sequences of positive 
price changes allowing price repetitions (Zero&Up) from sequences of 
negative price changes allowing price repetitions (Zero&Down).

Next, we have performed a test for randomness that is based on the total 
number of runs (R) in an ordered sequence of n elements of two types, 
n1 elements of type 1 and n2 elements of type 2. If the null hypothesis of 
randomness applies, the distribution of the statistic will follow a normal 
distribution with the following mean and variance:
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where R is the sum of the observed number of runs of type 1 and runs 
of type 2, and c is 0.5 if R<μ and -0.5 otherwise. At this point, it is 
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important to note that the null hypothesis of randomness can be reject-
ed if the total number of runs is too large or too small. 

Table 1. Runs tests

n1/n2 r1/r2 Z

Panel  
A. General

Up vs Down 130,909/129,636 121,388/119,911 435.0436

Zero&Up vs Zero&Down 618,055/596,246 87,017/86,984 -786.0479

Buyer vs Seller 636,415/577,889 109,513/109,564 -703.4147

Panel  
B. Buyer

Up vs Down 107,742/24,303 101,325/23,425 779.6194

Zero&Up vs Zero&Down 487,008/149,404 95,538/52,447 -281.4627

Panel  
C. Seller

Up vs Down 23,167/105,333 22,051/98,761 781.7753

Zero&Up vs Zero&Down 131,047/446,842 49,141/96,123 -215.2964

Note. Table 1 shows the results for runs tests where the null hypothesis is that elements of two 
different types of the same sample follow a random process. In the table are shown the number 
of observations of elements of type1 (n1) and type 2 (n2); the number of runs of type 1 (r1) and 
type 2 (r2), and the statistic Z that follows a normal distribution. Panel A shows the results for 
the general case, Panel B for buyer initiated runs, and Panel C for seller initiated runs. We have 
considered four types of sequences: Up for a sequence of positive price changes, Down for a 
sequence of negative price changes, Zero&Up for a sequence of positive price changes allow-
ing price repetitions, and Zero&Down for a sequence of negative price changes allowing price 
repetitions.

The results are shown in Table 1. Panel A shows the results where the 
run is created independently of who initiates the order that originates 
the sequence, which we have called the General Case. Panel B and C 
present the results taking into account whether the run is buyer or seller 
initiated, respectively. In each panel we include the number of observa-
tions, the number of runs for each type, and the statistic Z that follows a 
standardized normal distribution. The three panels show similar results 
and all Z values indicate the rejection of the null hypothesis at the 1% 
level. However, the lack of randomness when we compare sequences 
of positive and negative changes (Up vs Down) in all the panels is 
due to the large number of runs, while when we take into account the 
possibility of sequences with repetitions in prices (Zero&Up versus Ze-
ro&Down) the null is rejected because of the existence of too few runs. 
This is also the case when we study the randomness of buyer vs seller 
initiated runs (see the last row in Panel A). It is interesting to note that 
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although there are many more observations of buyer initiated trades 
than seller initiated ones, the number of runs is quite similar19.

All in all, the above findings indicate that a certain level of herding be-
havior is present in the European Futures Carbon Market. 

The reduction in the number of runs when we introduce the possibility 
of repetition of prices (see Panel A in Table 2) provokes an increase in 
the lengths of the runs. This feature can also be observed in Table 3 that 
shows the weighted percentage of occurrence of the lengths of each run 
per day. In each case runs are grouped using two scenarios: the first one, 
in which we have split the sample when the price increases, stays the 
same or decreases, and the second one, where we allow the repetition 
of prices.

Panel A in Table 2 shows the results for the general case. We observe that 
sequences with a length of 1 run are the most frequent, 65% for the first 
scenario and 32% in the second scenario. We also observe that the cases 
of up and down are quite similar in the first scenario, representing about 
60% of the total runs, in which successions with a length of 1 run 
comprise 55% and the remaining lengths around 5%. Alternatively, in 
the second scenario, when we take together zeros with ups and downs, 
we observe higher frequency in larger runs, in fact, more than 20% of 
the total sequences have a length equal to or higher than 10. Therefore, 
as we expected, when we consider runs that allow for the repetition of 
prices, the presence of herding strengthens.

Panel B presents the results for buyer initiated runs. The upward move-
ments are most frequent in the first scenario and the majority of the up 
runs are with a length of 1, representing 38%. For the whole sample, 
up runs make up 40% and downward runs only 9%. The second sce-
nario shows a similar pattern as in Panel A but with an overall weight 
of Zero&Up runs of 64%. Finally Panel C displays the results for seller 
initiated runs. We can see just the opposite patterns to those detected in 
Panel B, with the highest frequency in downward runs (66%).

19.  This result is contrary to that observed both by Wermers (1999) and Zhou and Lai (2009) that suggest 
that sell-herding is much more frequent that buy-side herding for equity markets.
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The fact that we observe downward runs when the buyer has initiated the 
run or upward runs when the initiator of the run is the seller indicates 
that runs can take any sign independently of who has initiated the run.

Herding measures and patterns

Herding measures

Several herding measures have been used in the literature on herding, 
mainly in equity markets. One of the most common herding measures is 
the so-called Cross-Sectional Standard Deviation, first used by Chang, 
Cheng and Khorana (2000). This measure is based on the comparison of 
asset returns with respect to the market return. Another widely applied 
statistic is that proposed by Lakonishok, Sheifer and Vishny (1992). This 
measure considers herding as the tendency of market participants to 
accumulate on the same side of the market in a specific stock and at 
the same time. This measure is calculated as the difference between the 
number of investors who buy (sell) a security in a time frame against 
their theoretical values. 

The above mentioned measures have some features in common. They 
analyze the existence of herding in equity markets by employing a 
cross-sectional analysis, they require low frequency data –from daily to 
quarterly data– and, furthermore, they are able to detect herding only 
under extreme market conditions. These characteristics do not fit with 
our objectives. We are interesting in analyzing the evolution of daily 
herding behavior in a futures market, and under any market conditions, 
not necessarily extreme ones. For all these reasons, we have chosen the 
Herding Intensity measure proposed by Patterson and Sharma (2006). 
Following Simões Veira and Valente Pereira (2015), this method captures 
intraday order sequences, considered to offer the ideal frequency for 
testing the presence of herding behavior. 

The statistic proposed by Patterson and Sharma (2006) is based on the 
information cascades model. These cascades take place when runs from 
buyer or seller initiated transactions last longer than would be expected 
if market participants had used their own information. The expression 
that measures the Herding Intensity is:
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In our case, we have considered 5 different type of runs: Up, Zero, Down and 

their combinations Zero&Up and Zero&Down. If herding does exist, the statistic 

of herding intensity should take significantly negative values, since the actual 

In our case, we have considered 5 different type of runs: Up, Zero, Down 
and their combinations Zero&Up and Zero&Down. If herding does exist, 
the statistic of herding intensity should take significantly negative values, 
since the actual number of runs will be lower than expected. In this way, 
more negative values of the statistic will indicate higher herding intensity20.

Herding patterns

The next step is to analyze the evolution of the herding measure through 
time. However, based on previous empirical findings, we have decid-
ed to take into account some variables with the intention of capturing 
some seasonality patterns that could affect the level of herding behavior 
in the European Carbon Market. Firstly, following Chang et al. (2000) 
there is evidence of higher herding levels in emerging markets compared 
to developed ones. They attribute such higher levels to deficiencies in 
information quality that create uncertainty in the emerging market. 
Simões Veira and Valente Pereira (2015) confirm this idea and indicate 

20.  This measure is applied, among others, for Blasco, Corredor and Ferreruela (2010, 2012) and Simões 
and Valente (2015) in their analysis about herding behavior in the Spanish and Portuguese stock market, 
respectively.
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that almost all studies designed to detect herding behavior in develop-
ing stock markets and in relatively small illiquid capital markets found 
evidence of its existence. Therefore, it seems that herding is more likely 
to occur in less developed markets. To study this idea, we have included 
a variable Trend that counts the number of days of the sample.

Secondly, we also test if the herding intensity level changes through the 
year. Analyses performed by Klein (2013) and Galariotis et al. (2015) 
show that herding varies over time with a higher intensity in periods of 
turmoil. Regarding the European Carbon Market, Lucia, Mansanet-Bat-
aller and Pardo (2015) show that the first quarter of the year is the 
period with the highest level of speculation. The rationale is that from 
the end of February, when companies receive their permits for the cur-
rent year, till mid-May, when the EU Commission releases the report 
with the verified emissions, companies that know their real emissions 
can develop some trading strategies to try to exploit information not yet 
revealed to the market. 

Thirdly, as we have previously mentioned, Palao and Pardo (2012) de-
tect the strong presence of price clustering in the European Carbon 
Market at prices ending in digits 0 and 5. The existence of price cluster-
ing can alter the behavior of carbon traders, allowing traders to profit 
by posting orders before the quotation reaches a clustered price or by 
executing their limit orders at certain prices. Given that carbon traders 
concentrate their orders at these key prices, when the EUA trade prices 
arrive at these levels, the length of the runs will be longer than normal. 
Therefore, it is expected that more herding intensity will be observed 
on those days where the level of price clustering is abnormally higher. 

Finally, according to Bikhchandani and Sharma (2001), reactions to 
public information is considered one of the possible causes of uninten-
tional herding. Therefore, we have analyzed if the arrival of new public 
information to the European Carbon Market intensifies the level of herd-
ing among carbon traders. 

All in all, to perform this analysis we deploy the following equation:
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where ãPOMå# accounts for the number of days of the sample, éáO�Uè9	WOPU:å# is 
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where Trendt accounts for the number of days of the sample, Special 
Periodt is a dummy variable that takes value 1 in the first quarter of the 
year and 0 otherwise, Price Clusteringt is computed as the inverse of 
the normal cumulative standard frequency of prices ended in 0 or 5 for 
each day21, and Carbon Newst is a dummy variable that that takes value 
1 on days on which the European Commission makes public new in-
formation that affects the European Carbon Market and 0 otherwise22. 
Finally, ϵs,t are the residuals of equation for each type of run s, on day t.

We have run the equation using three different samples: the general 
case that takes into account all the trades independently of the sign of 
the trade and another two samples which are split by the initiator of the 
trade – buyer or seller23. In these three samples we will show five s sce-
narios: Up, Zero, Down and the combinations Zero&Up and Zero&Down, 
each one of these scenarios belonging to one type of run24. 

Table 3 presents the results. Panel A shows EU patterns for the gen-
eral case that considers both buyer and seller initiated trades. First of  
all, the significance of the intercept and its negative coefficient con-
firms the existence of the herding effect in the five scenarios at the 1% 
level. The coefficient of the variable Trend is significant and positive 
suggesting that herding intensity decreases when the market is getting 
mature, probably due to the fact that carbon traders are more experi-
enced. The coefficients βSP and βPC are also significant, but negative. 
The negative value for the first dummy indicates that carbon traders 
increase their herding behavior during the most speculative period 
that goes from January to March, while the negative coefficient for the 
second variable confirms that herding behavior is partially explained 
by the concentration of orders at the same price. 

21.  In the study developed by Palao and Pardo (2012) the authors show that the inverse of normal 
cumulative standard frequency of prices ended in 0 or 5 for each day is a good proxy of price clustering.
22.  We have chosen this news about free allocation and leakage sector, market proposal reforms and 
estimations of realized emissions. All the chosen dates are reported in Annex I.
23.  We have also calculated the variable  for the three samples, all the data, buyer and seller initiated.
24.  All regressions estimated in this study has been carried out using both ordinary least squares and the 
Newey and West correction that accounts for heteroskedasticity and serial correlation problems in the error 
terms in the models.
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Table 3. EU patterns

Panel A. General

Up Zero Down Zero&Up Zero&Down

α -102.6891*** -100.9300*** -102.8328*** -128.8311*** -128.8313***

βTrend 0.0140*** 0.0139*** 0.0141*** 0.0188*** 0.0188***

βSP -18.0517*** -17.6767*** -18.0028*** -22.7015*** -22.6998***

βPC -20.2805*** -20.0913*** -20.2867*** -25.3968*** -25.3961***

βCN -10.6002*** -10.5476*** -10.5639*** -13.5263*** -13.5290***

Adjusted R2 0.2007*** 0.1980*** 0.2003*** 0.2088*** 0.2088***

Panel B. Buyer

Up Zero Down Zero&Up Zero&Down

α -70.5850*** -69.5802*** -76.1770*** -88.2703*** -91.3744***

βTrend 0.0135*** 0.0141*** 0.0161*** 0.0178*** 0.0190***

βSP -9.6375*** -9.7489*** -10.6274*** -12.1756*** -13.0645***

βPC -11.3752*** -11.4931*** -11.9112*** -14.3923*** -14.6316***

βCN -5.4263*** -5.5759*** -6.4322*** -7.1839*** -7.6555***

Adjusted R2 0.1553*** 0.1628*** 0.1822*** 0.1653*** 0.1805***

Panel C. Seller

Up Zero Down Zero&Up Zero&Down

α -68.6766*** -61.9295*** -62.9241*** -82.4546*** -78.1763***

βTrend 0.0072*** 0.0045*** 0.0041*** 0.0084*** 0.0056***

βSP -15.9767*** -15.4029*** -15.3471*** -19.3684*** -19.5469***

βPC -9.7979*** -9.8303*** -9.5964*** -12.0543*** -11.9899***

βCN -9.8354*** -9.4597*** -9.1026*** -12.0296*** -11.5323***

Adjusted R2 0.1962*** 0.1827*** 0.1770*** 0.1937*** 0.1871***

Note. Table 3 shows the impact of some EU patterns on herding intensity in five sce-
narios: Up, Zero, Down, Zero&Up and Zero&Down. These patterns are Trend, , which 
accounts for the number of days of the sample,  represents the variable Critical Period 
which is a dummy variable that takes value 1 in the first quarter of the year and 0 
otherwise,  is Price Clustering which is the inverse of normal cumulative standard fre-
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quency of prices ending in 0 or 5 for each day and, finally, Carbon News represented 
by  which is a dummy variable that takes value 1 on those days when the EU Commis-
sion publishes new information important for the European Carbon Market. ***, ** and 
* indicate significance at 1%, 5% and 10% respectively. Panels A, B and C show results 
for the whole sample, and for buyer and seller initiated trades, respectively.

Finally, the negative and significant coefficient of the dummy βCN indi-
cates that the level of herding increases on those days on which impor-
tant information is released by the EU Commission. 

Note that the results for the five scenarios are very homogenous with 
values of adjusted R2 around 20%. However, it is important to observe 
that all the coefficients are lower in the last two cases (Zero&Up and 
Zero&Down) in which the repetition of prices is allowed.

Looking at Panels B and C, we see two important differences depending 
on who initiates the run. Firstly, Panel B shows that the arrival of news 
that increases herding only has a slight influence in bearish scenarios, 
but not in bullish ones. Secondly, Panel C indicates that variable Trend 
is not significant, what means that the level of herding over time for 
sellers has remained the same. Furthermore, we notice that when runs 
are seller initiated, the arrival of carbon news always increases the level 
of herding.

Market drivers

Kremer and Nautz (2013) argue that the empirical literature on herding 
has explored its possible causes via the link between herding and infor-
mation by considering variables that proxy the availability of informa-
tion. Following this idea, we analyze in this section some factors that 
can influence carbon herding behavior.

Venezia, Nashikkar and Shapira (2011) analyze herding in the case of 
professional and amateur investors that trade in the Tel Aviv Stock Ex-
change and observe a positive and significant coefficient of the number 
of trades on the herding measure. They suggest that the factors lead-
ing to a greater intensity of trading also lead to a greater alignment of 
the traders’ positions. In the same line, Grinblatt, Titman and Wermers 
(1995) also find a positive effect between the number of trades and 
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herding behavior across mutual funds. Therefore, the first variable that 
we have considered is the trading frequency, defined as the number of 
daily trades. 

The second variable that we have taken into account is daily volatility. 
According to Gleason, Mathur and Peterson (2004) and Tan, Chiang, 
Mason and Nelling (2008) people tend to herd more in situations with 
higher uncertainty. As it is commonly assumed in the financial liter-
ature, we associate higher levels of uncertainty with higher levels of 
volatility. Specifically, to measure intraday volatility, we employ the es-
timator proposed by Parkinson (1980) that is computed using the maxi-
mum and the minimum of each day. The expression is as follows:

 95 

Venezia, Nashikkar and Shapira (2011) analyze herding in the case of 

professional and amateur investors that trade in the Tel Aviv Stock Exchange and 

observe a positive and significant coefficient of the number of trades on the 

herding measure. They suggest that the factors leading to a greater intensity of 

trading also lead to a greater alignment of the traders’ positions. In the same line, 

Grinblatt, Titman and Wermers (1995) also find a positive effect between the 

number of trades and herding behavior across mutual funds. Therefore, the first 

variable that we have considered is the trading frequency, defined as the number 

of daily trades.  

The second variable that we have taken into account is daily volatility. According 

to Gleason, Mathur and Peterson (2004) and Tan, Chiang, Mason and Nelling 

(2008) people tend to herd more in situations with higher uncertainty. As it is 

commonly assumed in the financial literature, we associate higher levels of 

uncertainty with higher levels of volatility. Specifically, to measure intraday 

volatility, we employ the estimator proposed by Parkinson (1980) that is 

computed using the maximum and the minimum of each day. The expression is 

as follows: 

!N = 6
1

49:;2
(9:;=N − 9:;>N)2 

where =# and >#	 are the highest and the lowest EUA traded prices on day t, 

respectively. 

The third market variable that we have considered is the time to maturity. Chiang, 

Li, Tan and Nelling (2013) suggest that the test for herding should consider its 

dynamic behavior. As the EUA futures contract nears its expiry, the amount of 

where Ht and Lt are the highest and the lowest EUA traded prices on day 
t, respectively.

The third market variable that we have considered is the time to matu-
rity. Chiang, Li, Tan and Nelling (2013) suggest that the test for herding 
should consider its dynamic behavior. As the EUA futures contract nears 
its expiry, the amount of information available in the market would tend 
to be greater and the herding intensity measure should decrease. To ex-
plore if herding is time-varying, we have counted the number of days 
that remain to the expiry of each contract.

Finally, we have included the effect of extreme market returns on herd-
ing. Tan et al. (2008) observe that herding tends to be more intense 
during bull markets. Further, Chiang and Zheng (2010) point out that 
herding will be more prevalent during periods of market stress, defin-
ing market stress as periods of extreme returns. In order to analyze the 
impact of this variable on herding intensity, we have applied the meth-
odology employed by Christie and Huang (1995), analyzing the impact 
of extreme returns with two dummy variables which indicate positive 
(Hight) and negative (Lowt) extreme returns that will take value 1 when 
returns are in the percentiles 95 and 5, respectively, and 0 otherwise.
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The above-described variables have been regressed against the residuals 
of the EU patterns equation performed in the previous section. There-
fore, the final structure of the market drivers’ equation is as follows: 
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Table 4 shows the regression output for the general case. We observe a positive 

relationship between herding intensity and trading frequency and volatility. The 

higher the trading frequency, the greater the carbon investors that are aligned to 

trade in the same direction. Regarding volatility, the higher the volatility, the 

higher the herding intensity measure, indicating that carbon traders herd more on 

riskier days. Furthermore, the coefficient that captures the vicinity of the futures 

contract is significantly positive, indicating that the fewer the number of days to 

Table 4 shows the regression output for the general case. We observe a 
positive relationship between herding intensity and trading frequency 
and volatility. The higher the trading frequency, the greater the carbon 
investors that are aligned to trade in the same direction. Regarding vola-
tility, the higher the volatility, the higher the herding intensity measure, 
indicating that carbon traders herd more on riskier days. Furthermore, 
the coefficient that captures the vicinity of the futures contract is sig-
nificantly positive, indicating that the fewer the number of days to the 
maturity of the EUA December futures contract, the higher the level of 
herding. Therefore, time to maturity has a positive influence on true 
behavior, reflecting an increase in the phenomenon at the end of the life 
of each futures contract. Finally, both extreme returns intensify herding 
behavior, especially when they are extremely negative25.

Table 4. Market drivers

Up Zero Down Zero&Up Zero&Down

α 188.3601*** 183.7694*** 188.6774*** 236.0069*** 236.0338***

βTF -27.3876*** -26.7367*** -27.4294*** -34.2671*** -34.2710***

βV -109.0932*** -117.5602*** -109.9114*** -139.4668*** -139.4048***

βTTM 0.1022*** 0.1023*** 0.1021**** 0.1256*** 0.1256***

βH -6.9044*** -6.8464*** -7.2288*** -8.7745*** -8.7713***

βL -8.1275*** -7.8130*** -7.5572*** -9.5523*** -9.5516***

Adjusted R2 0.6066*** 0.5988*** 0.6059*** 0.6152*** 0.6153***

Note. Table 4 shows the impact of some EU market drivers on herding intensity in five scenar-
ios: Up, Zero, Down, Zero&Up and Zero&Down. The dependant variable is the residual of EU 

25.  This analysis has also been carried out both for buyer and seller initiated case, obtaining similar results. 
For the sake of space, these results have not been reported in the paper but are available upon request from 
the authors.
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pattern estimation output and the market drivers are  that accounts for the natural logarithm 
of the number of orders traded each day,  proxies the daily volatility,  is a dummy variable that 
accounts for the days remaining to the expiry and, finally,  and  both are dummy variables 
that take value 1 when the daily return is in the 95% and 5% percentiles, respectively and 0 
otherwise. ***, ** and * indicate significance at 1%, 5% and 10% respectively. 

As we have seen, EUA volatility returns affects herding behavior in 
European Carbon Markets. However, there exists huge empirical evi-
dence that the behavior of market agents can influence the volatility 
in stock markets26. Furthermore, the frequency analysis shown in Table 
2 indicates that around 64.5% (66.2%) of buyer (seller) initiated trades 
were Zero&Up (Zero&Down). If carbon traders buy after price increas-
es or sell after price decreases, they can destabilize EUA market prices 
via herding behavior. In order to test if herding affects EUA volatility 
or market returns, we have regressed volatility (σt) and EUA return (Rt), 
defined as the first log-difference of the EUA carbon price series, against 
the daily herding intensity measure with 5 lags, as it appears in the fol-
lowing equations:
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Table 5 present the results. The coefficients of all the past measures of herding 

intensities that are significant are negative, indicating a positive relationship 

                                                             
25 This analysis has also been carried out both for buyer and seller initiated case, obtaining similar results. For the sake 
of space, these results have not been reported in the paper but are available upon request from the authors. 
26 As a consequence of this destabilizing effect, the classical market risk models would be underweighting the real market 
risk, as Morris and Shin (1999) and Persaud (2000) show. See Blasco, Corredor and Ferreruela (2012) for a 
comprehensive review of the impact of herding on volatility.  

Table 5 present the results. The coefficients of all the past measures of 
herding intensities that are significant are negative, indicating a posi-
tive relationship between volatility and returns and the level of herding. 
Although the effect of herding on EUA returns is weak (Panel B), its in-
fluence on EUA volatility lasts until the third lag at the 1% significance 
level (Panel A). This indicates that past EUA herding behavior leads to 
higher volatility27.

26.  As a consequence of this destabilizing effect, the classical market risk models would be underweighting 
the real market risk, as Morris and Shin (1999) and Persaud (2000) show. See Blasco, Corredor and Ferreruela 
(2012) for a comprehensive review of the impact of herding on volatility. 
27.  We have also run the same analysis for buyer and seller initiated trades with similar results. They are 
available upon request.
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Table 5. Market destabilization and herding behavior

Panel A. EUA Volatility

  Up Zero Down Zero&Up Zero&Down

α -0.0179*** -0.0175*** -0.0177*** -0.0184*** -0.0184***

βt–1 -0.0002*** -0.0002*** -0.0002*** -0.0002*** -0.0002***

βt–2 0.0000*** 0.0000*** 0.0000*** 0.0000*** -0.0001***

βt–3 -0.0001*** -0.0001*** -0.0001*** -0.0001*** -0.0001***

βt–4 -0.0001*** -0.0001*** -0.0001*** 0.0000*** -0.0001***

βt–5 -0.0001*** -0.0001*** -0.0001*** 0.0000*** 0.0000***

Adjusted R2 0.1535*** 0.1526*** 0.1526*** 0.1589*** 0.1589***

Panel B. EUA Returns

  Up Zero Down Zero&Up Zero&Down

α -0.0004*** -0.0006*** -0.0004*** -0.0001*** -0.0001***

βt–1 0.0000*** 0.0000*** 0.0000*** 0.0000*** 0.0000***

βt–2 -0.0002*** -0.0002*** -0.0002*** -0.0001*** -0.0001***

βt–3 0.0001*** 0.0001*** 0.0001*** 0.0001*** 0.0001***

βt–4 0.0001*** 0.0001*** 0.0001*** 0.0001*** 0.0001***

βt–5 0.0000*** 0.0000*** 0.0000*** 0.0000*** 0.0000***

Adjusted R2 0.0031*** 0.0030*** 0.0026*** 0.0031*** 0.0031***

Note. The table shows the estimation output of the linear regression of the volatility and returns 
against the herding intensity using as independent variables the herding intensity measure 
lagged from 1 to 5 days. Panel A shows the results for volatility while Panel B shows the results 
for returns. The study has been carried out for the five scenarios: Up, Zero, Down, Zero&Up and 
Zero&Down. ***, ** and * indicate significance at 1%, 5% and 10%, respectively.

Conclusions

In this chapter we show for the first time the existence of the herding 
effect in the European Futures Carbon market, taking into account intr-
aday data. Preliminary tests prove the presence of some herding behav-
ior due to the lack of randomness in sequences of positive or negative 
changes in EUA prices. Additionally, and explained by the presence of 
EUA psychological barriers, we show that the length of the sequences 
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increases markedly when we introduce the possibility of the repetition 
of prices that occurs when prices reach an EUA price barrier.

The EU patterns analysis confirms the existence of the herding effect, 
although its effect is diminishing over time. Furthermore, we observe 
that the herding level increases in speculative periods, on those days on 
which the price clustering effect is stronger, and with the arrival of new 
information. Regarding market drivers, we find that herding behavior is 
positively related with the number of trades, the intraday volatility and 
on days with extreme returns. On the contrary, herding is less intense 
when the EUA futures contracts reach their expiry. All these results ap-
pear to support the claim that the higher the availability of information, 
the lower the level of herding. Finally, we show that carbon volatility 
overreacts to past herding behavior, which means that the herding effect 
affects and is affected by carbon volatility.

The results obtained in this chapter should be of interest both to aca-
demics and to carbon practitioners. On one hand, we add new insights 
to the sparse literature on herding in futures markets and, on the other 
hand, we show that psychological influences can play an important role 
in trading strategies in the European Futures Carbon Market, in spite of 
it being a blind market that is highly dominated by skilled professional 
market participants.
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Annex I. Market news

Date Description

24/01/2013
Linking EU ETS with Australia: Commission recommends opening for-
mal negotiations

25/01/2013 Free allocation of allowances in 2013

30/01/2013
Consultation meetings on the options for structural measures to 
strengthen the EU Emissions Trading ...

05/03/2013
Consultation on registry options to facilitate linking of Australian and 
EU emissions trading systems

16/04/2013 Commission reacts to European Parliament back-loading vote

16/05/2013
EU ETS: continuing decline in emissions but growing surplus of allow-
ances in 2012

06/06/2013 Stakeholder consultation on new carbon leakage list launched

18/06/2013 Member States approve EEX as Germany’s phase 3 auction platform

03/07/2013 Commission welcomes EP vote on ETS ‘backloading’

10/07/2013
Member States approve addition of sectors to the carbon leakage list 
for 2014

05/09/2013
Commission finalizing decision on industrial free allocation for phase 
three

05/09/2013
Commission clears way for harmonized free allocation to industry for 
phase three

24/09/2013 Experts to explore one of the options for EU ETS structural measures

08/11/2013 Back-loading proposal takes step forward

11/12/2013 EU Climate Change Committee makes progress on back-loading

18/12/2013
Commission gives green light for a first set of Member States to allo-
cate allowances for calendar year 2013

08/01/2014 EU Climate Change Committee agrees back-loading

26/02/2014 Commission gives green light for free allocation by all Member States

27/02/2014 Back-loading: 2014 auction volume reduced by 400 million allowances

05/05/2014 Commission submits proposed carbon leakage list for 2015-2019

14/05/2014 EU ETS emissions estimated down at least 3% in 2013
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Date Description

16/05/2014
Commission to hear experts on technical aspects of proposed market 
stability reserve

04/07/2014
Commission publishes first status update for New Entrants’ Reserve 
(NER) and impact of cessation rules

09/07/2014
EU Climate Change Committee agrees proposed carbon leakage list for 
the period 2015-2019

16/07/2014
European Securities and Markets Authority launches consultation on 
the implementation of new financial markets rules that are relevant 
for EU ETS

27/10/2014
European Commission adopts the carbon leakage list for the period 
2015-2019

10/02/2015 Aviation/ETS: Update of the aircraft operators list

23/07/2015
Commission publishes status update for New Entrants’ Reserve and 
allocation reductions

Note. The table shows the dates selected as the most important for the European Carbon Market 
during Phase III and its description. Source EU Commission: http://ec.europa.eu/clima/consul-
tations/index_en.htm 
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This work is based on one of the most researched fields 
nowadays in finance, known as behavioral finance, which 
proposes psychology and sociology based theories to ex-
plain market anomalies. Behavioral finance tries to fill 
the gap of classical financial models that, based on the 
idea of fully efficient markets where all the agents 
interact rationally between each other, are unable to 
explain mathematically some market behaviors. During the study the presence of 
four behavioral basis in the European Carbon Markets will be analysed.

The first effect is the presence of price clustering, defined as the tendency to ob-
serve certain trade prices more frequently than others, is inconsistent with eco-
nomic rationality and it is not in agreement with the idea that prices follow a ran-
dom walk. Secondly, the feature of size clustering, the concentration of the size 
of trades at certain amounts, may prevent carbon traders from achieving optimal 
trade sizes. Next is studied the presence of psychological barriers, that can provide 
new insights about how returns and volatility can be affected by the proximity of 
carbon price to key levels. Finally, we investigate the presence of herding behavior 
by testing if carbon agents act in a sequence imitating each other.

As the major findings, we can highlight the existence of price clustering where 
prices ending tend to be concentrated at round numbers ended in 0 and 5. Addi-
tionally, there it exists a size clustering effect where carbon traders tend to cluster 
their orders in small sizes and in round numbers multiples of five contracts. We 
also have shown the existence of key prices that modifies the behavior of carbon 
market actors. Finally, we show the existence of the herding effect in the Euro-
pean Futures Carbon Market despite of being a blind market and dominated by 
professional participants. 




